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CHAPTER 1
INTRODUCTION

Problem 1-1

% Solution to Prob. 1-1

%

X=[3689944408];
Y=[16203860 16 15-224 21 25];
X_bar = mean(X);

Y_bar = mean(Y);

fprintf('The mean of X is: %f and the mean of Y is %f \n',X_bar,Y_bar)

»prl_1
The mean of X is; 5.500000 and the mean of Y is 23.300000
Problem 1-2
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Problem 1-3

% Solution to Prob. 1-3

%

X=[3689944408];

Y =[1620386016 15 -2 24 21 25];

subplot(211),hist(X, 5),grid,xlabel('Sample value'),...
ylabel('Number of samples'),...



title('Histogram plot for data sample X with 5 bins')
subplot(212),hist(Y, 9),grid,,xlabel('Sample value’),...

ylabel('Number of samples’),...

title('Histogram plot for data sample Y with 9 bins’)

Histogram plot for data sample X with 5 bins
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CHAPTER 2
FUNDAMENTAL CONCEPTS OF PROBABILITY

Problem 2-1

(a) Personal; (b) Personal or possibly equally likely outcomes; (c) Relative frequency or possibly
equally likely outcomes; (d) Relative frequency and equally likely outcomes; (e) Relative frequency.

Problem 2-2

(a) Outcomes: {R1,R2,...,R10,W,1,W,1, W2 W2 ... W10, W,10} where the subscripts “a”
and “b” denote the first and second disks with the same number and color.
10 1 1

2
P Cd = — = — P W3 = —_— = —
(red) = 35 =3 PV =35 = 15

(b) Outcomes: {H1, H2, H3, T1, T2, T3}.

P(at least one head) = 3.1
6 2
(c) Outcomes: {1 spot up, 2 spots up, . . ., 6 spots up}.
P(2 or 3 spots up) = 2.1
6 3

(d) Outcomes: {$100, $200, . . ., $3,000}.

4

P(> $500) = 1 - P($100 or $200 or $300 or $400) = 1 - 20

e e
| W

Problem 2-3

(a) P(ace of spades) = 1/52; (b) P(any ace) = 4/52 = 1/13; (c) P(red ace) = P(ace of hearts or ace of
diamonds) = 2/56 = 1/26; (d) P(any face card) = P(jack, queen, king, or ace, any suit) = 4x4/52 =
4/13; (e) P(any black face card) = 2x4/52 = 2/13; (f) P(any pair of aces) = P(1st ace) P(2nd ace | Ist
ace)= (4/52)(3/51) = 1/(13x17) = 1/221.



Problem 2-4

(a) P(A = {0 < © < 45°}) = 45/360 = 1/8; (b) P(B = {22.5° < © < 67.5°}) = 45/360 = 1/8; (c) P(ANB)
=P(22.5° < © < 45% = 1/16; (d) P(AuB) = P(0 < © < 67.5°) = 3/16.

Problem 2-5
LetA =A,and B=A,UA;. Note that AnB= ¢ and AuB= AU A,UA;. Therefore
P(AUB) = P(AUAUA,)
= P(A) + P(B)
= P(A) +PAUA))

= P(A)) + P(A,) + P(A,)

Use induction to prove for arbitrary n. Assume

n-1
PAUAU--UA, ) = Y P@A)
n=1

Hence

n-1 n
P({AIUAZUm UAn—l}UAn) = Z PA) +PA)) = E P(A)
n=1 n=1

Problem 2-6

(@ AuB={1,3,5,7,9}u{0,2,4,6,8} =1{0,1,2,3,4,5,6,7,8}; (b) AuBuUC = S; (c) AuBuCuD
=S; (d) AuBuCND =SND =D; (e) AnB=¢a;(f) AnD = {3, 5}; (g) (AuB)n( CuD) = {0,
1,2,3,4,5,6,7,8,9}n{3,4,5,6,10} = {3,4,5,6} =D; (h) AnBuC = {1, 3,5,9}n{0, 2, 4, 6, 8,
10} = .



Problem 2-7

2>

= {0,2,4,6,8,10}; B = {1,3,5,7,9,10};

C =1{0,1,2,3,4,5,6,7,8,9}; D = {1,2,7,8,9,10}

Problem 2-8

The top set of figures illustrates

AuB = AnB

The bottom set of figures illustrates

ANB = AUB



Problem 2-9

A% A%

(a) P(A) = 3/4x1/2 = 3/8; (b) P(A) =1/2; (¢) P(AuB) = 3/4 ( obvious from a sketch of AuB; (d)
P(AnB) = 1/8 (obvious from a sketch of the overlap area between A and B.

Problem 2-10

(a) P(X) =(113 + 57 + 202)/1372 = 372/1372; (b) P(B) =(57 + 116 + 175)/1372 = 348/1372; (c)
PANX) = 57/1372; (d) P(BuX) =(372 + 348 - 57)/1372 = 663/1372;

Problem 2-11

A Venn diagram is shown on the next page. From this diagram, it follows that:
(@) Number of persons reading 1 paper only = 10000 + 30000 + 5000 - 2000 - 8000 -
4000 + 1000 = 32,000;
(b) Number of persons reading at least two newspapers = 2000 + 4000 + 8000 - 1000 -
1000 = 12,000;
(© Number of persons reading no newspapers = 100,000 - [10,000 + 30,000 + 5,000] =
55,000.



8,000

4,000
S =100,000

Problem 2-12

To work this problem consider the Venn diagrams shown below for parts (a), (b), and (c).

Y x>vr Yoysy.x ¥ max(X, Y)>%

(a) From the first figure, it is obvious that P(X > Y) = 1/2; (b) From the middle figure, we deduce
that

PX+Y>1/2)=1-1/8="17/8; (c) From the last figure, it follows that P(max(X, ¥) > 1/2) =1 - 1/4
= 3/4; (d) this is the area within the square of side 1 and under the parabola xy = 0.25, or 0.597.

Problem 2-13
(a) From a Venn diagram, it follows that B = (BnA°)u(ANB) and the two sets in parentheses are

disjoint. Hence, P(B) = P(BNA°) + P(AnB)=0.4+0.2=0.6; (b) P (AuB) = P(A) + P(B) - P(ANB)
=03+4+06-02=0.7;(c)PB)=1-PB)=1-0.6=0.4; (d) P(AnB°) = P(A) - P(AnB) =0.1.

7



Problem 2-14

Mutually exclusive means that ANB = o; therefore, P(ANB) = 0. Statistical independence says that
P (AnB) = P(A)P(B). Since they are also mutually exclusive, P (AnB) = 0 which means that either
P(A) =0 or P(B) =0 or both.

Problem 2-15

A Venn diagram is provided below. (a) From the areas in the Venn diagram, it follows that P(AlB)
= P(AnB)/P(B) = 0.125/0.0.5 = 0.25; (b) P(BIA) =
P(ANB)/P(A) = 0.125/0.375 = 0.333; (c) Is P(ANB) = P(A)
V P(B)? No, so they are not statistically independent.

T

W

%

Problem 2-16

Y

(a) P(AIX) = P(ANX)/P(X) = (113/1372)/(372/1372) =
113/372; (b) P(X1A) = P(AnX)/P(A) = 113/662; (c) P(BIX)
= P(BnX)/P(X) =57/372; (d) P(XIB) = 57/348; (¢) P(CIX)
1 U =202/372; (f) P(XIC) =202/362; (g) P(AlY) =207/406; (h)
P(YIA) = 207/662; (i) P(BIY) = 116/406; (j) P(YIB)
=116/348; (k) P(CIY) = 83/406; (1) P(Y1C) = 83/362; (m)
P(AIZ) = 342/594; (n) P(ZIA) = 342/662; (o) P(BIZ) =
175/594; (p) P(ZIB) = 175/348; (q) P(CIZ) = T7/594; (r) P(ZIC) = T7/362.

]

Problem 2-17

E5 = {only 1 tail}; E, = {exactly 2 tails}; (a) P(E;) = P(t;h, or hyt,) = 2/4 = 1/2 = P(exactly one tail);
(b) P(Ey) = P(t,t,) = 1/4 = P(two tails); (c) P{E;nE¢} = P (impossible event) = 0; (d) P{EsuEs} =
P(t,h, or hyt, or t;t,) = 3/4 = P(one or more tails).

Problem 2-18

A = {sum of spots up =7} = {(l, 6); (2, 5); (3, 4); (4, 3); (5,2); (6, 1)}; B = {sum of spotsup = 11}
= {(5, 6); (6, 5)}. Therefore, P(A) = 6/36 = 1/6 and P(B) = 2/36 = 1/18. Events A and B can’t
happen simultaneously, so P(AnB) = 0. Since P(AnB) #P(A) P(B), they are not statistically
independent.

Problem 2-19

(a) P(XIC) = P(CnX)/P(C) = (202/1372)/(362/1372) = 202/362; (b) P(YIC) = P(CnY)/P(C) = 83/362;
(c) P(ZIC) = P(CNZ)/IP(C) =77/362.



Problem 2-20

(a) P(nickel) = P(nickel | box 1)P(box 1) + P(nickel | box 1)P(box 1) + P(nickel | box 1)P(box
1)
= (10/45)(1/3) + (5/40)(1/3) + (5/20)(1/3) = 7/216;

(b) P(dime) = P(dime | box 1)P(box 1) + P(dime | box 1)P(box 1) + P(dime | box 1)P(box 1)
= (5/45)(1/3) + (20/40)(1/3) + (10/20)(1/3) = 10/27;

(c) P(quarter)=P(quarter | box 1)P(box 1)+ P(quarter | box 1)P(box 1) + P(quarter | box 1)P(box 1)
= (30/45)(1/3) + (15/40)(1/3) + (5/20)(1/3) = 31/72.

Problem 2-21

€)) P(S=0IR=1)=PR=115=0P(S=0)/PR=1)
But PR=1) =PR=115S=0PS=0)+PR=11S=1)PS=1)
= (0.01)(1/2) + (0.995)(1/2) = 0.5025
So P(S=01R=1)=(0.01)(1/2)/(0.5025) = 2/201 = 0.01
(b) P(S=11R=1) =PR=11S=1D)PS=1)/P(R=1)
= (0.995)(1/2)/(0.5025) = 0.99
© P(S=01R=0) =PR=01S=0)P(S=0)/P(R=0)
=(0.995)(1/2)/(0.5025) = 0.99
But P(R=0) =PR=015=0PS=0)+PR=01S=1)PS=1)
=(0.99)(1/2) + (0.005)(1/2) = 0.4975
So P(S=01R=0)=(0.99)(1/2)/(0.4975) = 2/201 = 0.995
(<)) P§=11R=0) =PR=01S=1PS =1)/P(R=0)

= (0.005)(1/2)/(0.4975)= 0.005
Problem 2-22
(a) P(no rain) = P(no rain | cloudy)P(cloudy) + P(no rain | not cloudy)P(not cloudy)
= (0.1)(2/3) + (0.7)(1/3) = 0.3;
(b) P(cloudy | no rain) = P(no rain | cloudy)P(cloudy)/P(no rain) = (0.1)(2/3)/(0.9) = 2/9;
(c) P(not cloudy | rain) = P(rain Inot cloudy)P(not cloudy)/P(rain) = (0.3)(1/3)/(0.7) = 1/7.

Problem 2-23
(a)

P(X=2|Y=2) = P(Y=2| X =2)P(X =2)/P(Y =2)
3
but P(Y=2) = Y P(Y=2|X=i)PX =i
i=0

= (0.02)(0.1) +(0.005)(0.3) +(0.97)(0.3) +(0.02)(0.3) = 0.3005
so P(X=2|Y=2) = (0.97)(0.3)/(0.3005) = 0.9684

9



Problem 2-23 - continued

(b) PX=01Y=2)=(0.02)(0.1)/(0.3005) = 0.0067; (c) P(X = 11Y =2) = (0.005)(0.3)/(0.3005) =
0.005; (d) P(X=31Y=1) = (0.03)(0.3)/(0.308) =0. 0292.

Problem 2-24

Let D denote “defective” and F denote “fails test”. Then
P(F | D)P(D)

POIF) = =22

Use theorem on total probability to get denominator:
P(F) = P(F | D)P(D) + P(F | D)P(D)
= (0.02)(0.01) + (0.01)(1 - 0.01) = 0.0101

Thus
P |F) = Q0DOOD 46108
0.0101
Similarly, we have
— = _ P(F|D)PD
P(F)

Also
P(F) = 1-P(F) = 1-0.0101 = 0.9899

SO

(0.99)(0.99)

PD|F) = 0.9899

= 0.9901

10



Problem 2-25

P(U) = 095, P(U)=0.05
P(P|U) = 098, P(P|U) = 0.01

where U denotes “user” and P denotes “testing postive”. By the theorem on total probability

P(P) = P(P|U)P(U) + P(P | U)P(U) = (0.98)(0.05) + (0.01)(0.95) = 0.0585

By Bayes’ theorem,

PT|P) - PP |O)PU) _ (001095 _ 1604
P(P) 0.0585

This conditional probability is surprisingly high. One would hope that if a person tests positive, then
the probability of them being a nonuser would be very, very small; i.e., that the probability of a false
indication on a positive test is remote. Let’s compute the probability that if a person tests negative
that they really are a user:

PP |)PU) _ (1 -0.98)(0.05)
P(P) 0.9415

= 0.0011

P(U|P) =

This conditional probability appears to be much more acceptable.
Problem 2-26

Following the solution to Example 2-12, let
“selected car” = sc
“goat revealed” = gr
The prior probabilities are

n-1

P(sc) = —; P(sg) =

S |-

For game show host randomly selecting the curtain:

P(gr|sc) = 1; P(gr|gs) = n_—? (host randomly selects)
n_

11



For game show host using prior knowledge:

P(gr|sc) = 1; P(gr|gs) = 1 (host uses prior knowledge)

Using the theorem on total probability

P(gr) = P(gr |sc)P(sc) + P(gr | gs) P(gs)
sqxlerz2,p-1 _n-l (host randomly selects)
n n-1 n n
and
P(gr) = P(gr |sc)P(sc) + P(gr | gs)P(gs)
= lx—l— + Ix2 L. 1 (host uses prior knowledge)
n n
Hence, by Bayes’ theorem
P(sc | gr) = P(gr | sc) P(sc) . Ixdm 1 (host randomly selects)
P(gr) m-Dmn n-1
and
P(sc | gr) = Pler [se)P(sc) _ Ix(l/m) _ 1 (host uses prior knowledge)
P(gr) 1 n
Problem 2-27

The number of possible n-long sequences using the numbers 1 through 365 is 365". This represents
the number of possible birthdays of » persons in the room. For the probability of two or more
persons having the same birthday, we use P(at least 2 out of n persons having same birthday) = 1 -
P(none having the same birthday). The number of n-sequences where no two days is the same is
given by 365x364x . . . x(365 - n + 1) so, by the principle of equal likelihood, the probability of two
or more persons out of » having the same birthday is

_365x364x - (365 -n + 1)
365"

1

P(two or more with same birthday)

365!

= 1 - -
(365 - n)!x365"

12



Some numerical values are given below:

For 20.0 persons in the room, the probability is 0.41
For 21.0 persons in the room, the probability is 0.44
For 22.0 persons in the room, the probability is 0.48
For 23.0 persons in the room, the probability is 0.51
For 24.0 persons in the room, the probability is 0.54
For 25.0 persons in the room, the probability is 0.57
For 26.0 persons in the room, the probability is 0.6
For 27.0 persons in the room, the probability is 0.63
For 28.0 persons in the room, the probability is 0.65
For 29.0 persons in the room, the probability is 0.68
For 30.0 persons in the room, the probability is 0.71

Note that for 23 persons, the probability is just over 0.5.

Problem 2-28

52

The number of possible five card hands drawn from a 52 card deck is (
5

) . Suppose we select

the four aces in the deck. How many ways are there to select the other card? Since there are only
48 cards left to choose from, the answer is 48. Hence, there are 48 hands containing the four aces
and the desired probability is

P(four aces) = —5_ = GOOYETY ___ BU20) __ ) g460,105
52 52! 52x51x50x49x48
5
By this same reasoning, the probability of getting three aces is
2
P(four aces) = 2/, = (8UGVUET) 47 - 4.3402x107
(52) den@ne2h  (5)(17)(26)(49)
5

which is considerably better odds.

13



Problem 2-29

(a) The number of 13-card hands from a 52 card deck is ( 52) . The number of hands with all

13
hearts is one. Thus, the probability of getting a hand with all hearts is
1 (A3H39YH

52 52!
13

(b) The probability is four times the probability of part (a) since there are four possible hands with
all the same suit.

P(all hearts) = = 1.5748x10712

Problem 2-30

The probability is

( 10)( 12)
3 4
P(4 men and 3 women) = ~—+~—Z~ = (.3483

22
7
Problem 2-31

The answer will be given for arbitrary m and n and then specialized. If you guess on all n questions
and you must answer at least m correctly, the result is

P(answer at least m out of n) = P(m correct) + P(m +1 correct) + - + P(n correct)

JERES NG

2" 2" 2"

For m = 8 and n = 10, the result is (45 + 10 + 1)/2'° = 0.0547, which isn’t very encouraging.

If the answer is known to one question, then the answer is the same as guessing on m - 1
questions. So if you need to answer 8 out of 10 questions correctly in order to pass, the probability
is (120 + 45 + 10 + 1)/2'°=0.1719, which still isn’t very good odds.

14



CHAPTER 3
SINGLE RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS

Problem 3-1
A table of values for the random variable is given below:
die 2~ 1 2 3 4 5 6
die 1!
1 0 -1 -2 -3 -4 -5
2 1 0 -1 -2 -3 -4
3 2 1 0 -1 -2 -3
4 3 2 1 0 -1 -2
5 4 3 2 1 0 -1
6 5 4 3 2 1 0

All probabilities are 1/36, so

1 5 4
PX=0=— PX=1=— PX=2)=—;
( ) c ( ) 36 ( ) 36
3 2 1
PX =3)=—; PX=4)=—; PX =95 =—;
( ) 36 ( ) 36 ( ) 36
5 4 3
PX =-1)=—=— PX=-2)=—; PX=-3)=—;
( ) 36 ( ) v ( ) 36
2 1
PX =-4 ==, PX =-5) =—
( ) %6 ( ) 36
Problem 3-2
Toss three coins. The possible outcomes are:
0 heads t, t, t,
1 head t, t, h,
1 head t, h, t;

15



1 head h, t, t,
2 heads t, h, h,
2 heads h, t, h,
2 heads h, h, t,
3 heads h, h, h,

From this we can determine the probabilities of 0, 1, 2, or 3 heads:

no. of heads no. of ways probability
0 1 (1/2)°
1 3 3 (1/2)°
2 3 3(1/2)°
3 1 (1/2)°
Problem 3-3
draw 1 draw 2 draw 3 RV X= probability
r r r 3 (10/50)(9/49)(8/48)
r r b 5 (10/50)(9/49)(20/48)
r b r 5 (10/50)(20/49)(9/48)
b r r 5 (20/50)(10/49)(9/48)
r b b 7 (10/50)(20/49)(19/48)
b r b 7 (20/50)(10/49)(19/48)
b b r 7 (20/50)(19/49)(10/48)
w r r 7 (20/50)(10/49)(9/48)
r w r 7 (10/50)(20/49)(9/48)
r r w 7 (10/50)(9/49)(20/48)
b b b 9 (20/50)(19/49)(18/48)
r b w 9 (10/50)(20/49)(20/48)

16




b b w 11 (20/50)(19/49)(20/48)
b w b 11 (20/50)(20/49)(19/48)
w b b 11 (20/50)(20/49)(19/48)
w w r 11 (20/50)(19/49)(10/48)
w r w 11 (20/50)(10/49)(19/48)
r w W 11 (10/50)(20/49)(19/48)
b w w 13 (20/50)(20/49)(19/48)
w b w 13 (20/50)(20/49)(19/48)
w w b 13 (20/50)(19/49)(20/48)
w w w 15 (20/50)(19/49)(18/48)

From this tabulation, the following probability mass function for X, the sum of the numbers on the

three drawn balls, can be obtained as shown in the following table:

X = P(X =)
3 0.0061
5 0.0459
7 0.1429
9 0.0922
11 0.2908
13 0.1939
15 0.0582

Problem 3-4

(a) Yes, all properties are satisfied. (b) No. F,(«) # 1, but all other properties are satisfied. (c) Yes,

as long as u(x) is defined to be 1 at x = 0.

17




Problem 3-5

—>
0.5
1 | 1 I | |
I | | | | | |
-5 0
Problem 3-6
1.0__ X()C) —————————————————— )
0.875|" " """ """TT"TTTooT
0.5 T -------
0.125 ' |
l |

18



Problem 3-7

@PG5<X<T)=Fy7)-Fy5)=e'-e'=0.1213; (b) PX < 3) = Fy(3)=1-¢e"°=0.4512;
() P(X>3)=1-P(X < 3)=0.5488.

Problem 3-8
dF
£ = d’f‘) = ~(-1/5)e u(x) = %e‘”u(x)
Problem 3-9

(a) The desired probability can be expressed as
e -2 V2

dx—fe dv = L
o V2m 2

PQ2 <

N\JB

Numerical evaluation gives P(2 < X < 4) =0.4214.
(b) The desired probability is

4 }e_(x_wdx }enmd 0(/2) = 0.0786
PX>4) = [——dx = v = 0W2) = 0.
.
(c) The desired probability is
o -2 0

v
£ = [S—av =042 =05
Y. y/An £¢'2_n -

PX <2 =

(d) Let the probabilities for the three parts be P, P,, and P, respectively. Then P, =1 - P, - P..
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Problem 3-10

(a) A plot and table of values is given below forn = 6 and p = 0.5:

0.4 I T

03 1~

<

(b) n=6and p=0.1:

0.6 I 1

04~

~

02~

(c) n=7and p=0.5:

20

EYIE N NIEREI e

NN NNEE R

0.016

0.094

0.234

0.313

0.234

0.094

0.016

0.531

0.354

0.098

0.015

0.001

54.10°

1-10°8




0.3

0.2

Ox"

0.1

(d) n=7and p=0.1:

0.6

0.4

O

0.2

ENENRIRNNRNEEIR

0.008
0.055
0.164
0.273
0.273
0.164
0.055

(Rlofu]s]w]v]=]o]™

0.008

Py

0.478

0.372

0.124

0.023

0.003

1.701-10°%

6.3-10°°

1-1077

The maximum is at | np | where | | denotes the “largest integer smaller than” for n even. For n

odd, the maximum is bracked by |np|and [np]|+ 1.
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Problem 3-11

(a) The result for exactly k errors is given by a binomial distribution. Thus

3
P(> 3 errors) = 1 - Z( IO]?O

)Pk(l -p)
k=0

where p = 10°. When expanded, we get

P(> 3 errors) = 1 —{( 105’0)(0.999)1000 +( 1000)(10'3)(0.999)‘»’9%( 10200)(10-3)2(0.999)9981

1

1 -[0.3677 +0.3681 +0.1840] = 0.08018

(b) We now approximate the probability of exactly & errors by the Poisson distribution:

3 -3 ~
P(> 3 erors) = 1- Y @0_/;(1_0_)6(1000)(10 D - 1-[1+1+05]e”" = 0.0803
k=0 .

Problem 3-12

The probability of three girls in a four-child family is
. 41 (1) 1)!
P(@3 girls) = —||=| =025

Problem 3-13

(a) The integral of the pdf over all x must be one:

f A - ~A(a +x)7; = A
5 (@ +x)° a

-1

Therefore, A = a [note that the integral starts at 0 because of the u(x)].
(b) The integral of the pdf over all x is

fA(a— |x|)dx = 2Af(a—x)dx =Aa*=1or A = 1/a®
-a 0
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Problem 3-14

Following Example 3-10, we calculate

P(W > 1072 seconds) = 1 - P(W < 1072 seconds) = 1 - (1 - e ©000?) = 0.60653

where A = 50 per second. For 5 milliseconds,

P(W > 5%1073 seconds) = 1 - P(W < 5x1073 seconds) = 1 - (1 - e *%) = 0.7788
Problem 3-15
Following Example 3-10 with A = 100/60 = 1.667 events per minute,

P(W > 1 minute) = 1 -P(W < 1 minute) = 1 -(1 -e ©®) = 0.1889

For 30 seconds or ¥2 minute,

P(W > 0.5 minute) = 1 - P(W < 0.5 minute) = 1 - (1 - e ©?09) = 04346

Problem 3-16

Apply the geometric distribution with p = 0.1:
P(success at try 5) = p(1 -p)¥~! = 0.1(0.9)* = 0.0656

For any trial up to and including trial 5, we sum the probabilities for success at trial 1, 2, 3, 4, and
5:

P(at trial 1) = p = 0.1; P(at trial 2) = p(1 -p) = 0.1(0.9) = 0.09;
P(at trial 3) = p(1 - p)® = 0.1(0.9)* = 0.081;

P(at trial 4) = p(1 -p)> = 0.1(0.9)® = 0.0729

We already have the result for trial 5. Summing these, we obtain

P(success at any trial up to and including 5)

= 0.1 +0.09 +0.081 +0.0729 + 0.0656 = 0.4095

At trial 10, P(success at trial 10) = 0.1(0.9)° = 0.0387.
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Problem 3-17

(a) Apply the Pascal distribution n = 25, k = 3, and p = 0.01:

25 -1

P(X=3)=( 3 -1

) (0.01)*(1 -0.01)* 3 = 0.00022

(b) Again use the Pascal distribution with n = 100, k = 3, and p = 0.01:

100 - 1

PX =3) = ( : )(0.01)3(1 -0.01)!%*-3 = 0.00183

(c) Now n = 500:

500 -1

PX =3) = ( . )(0.01)3(1 -0.01)°®-3 = 0.0008414

Note that the probability in (c) has decreased from that in (b) indicating that the third error has
long since occurred.

Problem 3-18

Apply the hypergeometric distribution: 0.1% defective says that p = 0.001. Also, we can assume
that in the population (0.001)x(10000) = 10 are defective. Take N = 10000 and n = 5:

10} 10000 -10
0 5-0

&

Note that considerable canceling can be done in the factorials of the binomial coefficients.

P(> 1 defective) = 1 - P(O defective) = 1 - ( ) = 1-0.9950 = 0.005

Problem 3-19

Following Example 3-13,leta=-3 and b=5;thus Y=aX + bor X = (Y - b)la=-0.333(Y - 5)
and

0.111, -7 < y < 2
1) =lal 'f [ - b)a] =0.333£,[0.333(y - 5)] =

0, otherwise
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Problem 3-20

(a) There are two solutions to y = x*:

X, =ﬁandx2=—\/§

with derivatives

Thus
dxi
dy

1.5¢ V¥ , 15e 2 15¢72VY

y=>0

% =8¢0 2y 2/y y

2
) = ;fx(x)

The pdf is O for y < 0.
(b) Again we have two solutions to y = Ixl, which are

x =y@x>0andx, = -y(x <0)

with derivatives

dx, 2
— =1land — = -1
dy y
The pdf of Yis
2 dx.
HO) = X fo= = 1.5¢(1)2) = 3¢, y > 0
i=1 dy x = g7
The pdf is O for y < 0.

(c) We have only one solution: x =y and dx/dy = 1, y > 0. Y has a finite probability of being
zero, which is equal to the probability that X < 0. This is 1/2. Thus,

1) = 0.58(y) + 1.5¢ >V u(y)
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Problem 3-21

The given transformation and its inverse are

y = cos(0), 0 = cos’!(y)

The derivative of the inverse transformation can be obtained by differentiating the second
equation, or alternatively as follows:
dy _ do _ 1

— = -sin(@) or — = -—
do dy sin(0)

But sin’0 = 1 - cos?0 = 1 - y?, so the latter equation can be written in terms of y as

Since © is uniformly distributed in the interval [-, T] we only have to consider solutions of the
inverse transformation in this range. A sketch of cos 0 shows that there are two, and since cos 0
is even, we can double the result for one to get the pdf of Y:

do 1
— = X
dy

2
HO) = g,:f@(ﬂ) - x2, |y < 1

8, =2"'w 1-y?

The 1/(27) is due f,(x) and the 2 is due to the two solutions of the inverse transformation.
Outside the interval [-7, 7] the pdf of Y is zero. Thus

1

— |yl <1
o) = {1 -y?
0, otherwise
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Problem 3-22

The transformation and its inverse are . dx . Thus
y = —lnxandx=eyW1thd_ = -7
v

) = Ixe?,0 < y < = and O otherwise

Problem 3-23

By definition, the expectation of X is

o

> k k
EX) =Y k& e = d __ga
kz::o k! ;cz::l (k- 1)
—~ akl aal .
=a e“=ae?) — (=k-1)
kZ:I (k-D! /;) J!

e =a

To obtain the variance, we need the second moment, which is

k k-1 > j
EX) = Y k2 et = gee) M0 s ey e D (G=k-1)
k-0 k! k=1 (k-1 j-o0 J!

de=  a’ — a’ B}
=aeg[ . +Z—,—}=ae ‘lae?+e = a’+a

The variance is

var(X) = EX) -E¥X) =a*+a-a® = a

Problem 3-24

(a) The nth moment is given by

EX™ = fx "[0.18(x - 1) +0.38(x - 3) +0.50(x - 4) +0.10(x - 7)]dx

—0c0

= 0.1(1)" + 0.3(3)" + 0.5(4)" + 0.1(7)"
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(b) Evaluating the above for n = 1 and n = 2, we obtain E(X) = 3.7 and E(X?) = 15.7 so that
var(X) = 15.7 - (3.7)* =2.01.

(c) The expression for the nth central moment is obtained by subtracting E(X) = 3.7 from X above
and then take E[(X - 3.7)"]. A general expression may be obtained by applying the binomial
theorem of algebra. The derivation is

EIX =370 = [(-3.7)"0.18x - 1) + 0.38(x - 3) +0.58(x ~ 4) + 0.18(x - 7)]dx
= E ( "f] 3.7"770.1 +0.3x3" +0.5%4' +0.1x7']
i=0\ !

Problem 3-25

A sketch is provided to the right for computational
purposes. From the sketch, it is apparent tht the mode is £ X(x)

}2xdx = fl'Zxdx

at x = 1. The median, m, is defined by
Integration yields m = 22, The mean, y, is given by

31

‘ 2
{ x(2x)dx = 2—0 =3 0

e i T T e ——

Problem 3-26

Let X = number of spots on the up face. Then the pdf is

f®) = é[é(x 1) +8(x-2) +8(x - 3) +8(x - 4) + 8(x - 5) + 8(x - 6)]

The nth moment of X is
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o

EX" = f x "f(x) dx

—oo

= f%n[6(x—1)+5(x—2)+6(x—3)+6(x—4)+6(x—5)+6(x—6)]dx

—o0

= %[1 +2" 43"+ 4" + 5" + 6"]

This can be evaluated for n = 1 and n = 2 to give the following values for the mean and second
moment: E(X) = 21/6 and E(X?) = 91/6.

Problem 3-27

Solution 1: Use conditional expectation. Let H = hypothesis that a 7 is obtained on first roll. Let
X = number of rolls until first 7. On any roll

PH) = PB&4or4&3or2&S5or5&20r1 &6or6&1) =

o\ | i

The expectation of X can be found using conditional expectation as

EX) = E4Ey 4(X | B)]

where the subscript indicates the random variable which expectation is taken with respect to (the
first is the expectation of X given H). Thus

EQX) = PEEX |H) +[1 - PEDIEX |H) = %xl +(1 é) [1+EX)]

(Note that if H occurs we only need one roll.) Solve for E(X) to get
EX) =6

Solution 2: Let p = probability of a 7 on any roll. Then
EX) = Ixp+2(1 -p)p +3(1 -p)’p +-- = p(1 +2q +3q*> +4g° + )

where g = 1 - p. Use the formula for sum of a geometric series, which is
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(Long division can be used to demonstrate this.) Use differentiation to show that

ilL 0+1+2g+3¢%+ = ~(1-)(-1) = —
dg|1-q (1-g)

Thus

Problem 3-28

Y = aX + b with uy =2 and 0= 3. Thus
EY) =aEX)+b =2a+b = 0 and var(Y) = a?var(X) = 9a% = 1

Solve for a and b to get a =+ 1/3 and b = = 2/3. Therefore
1 2 1

y=1x-2 o v--1x.2
3 3 3 3
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Problem 3-29

(a) The mean is

5 5
sdx _ x* 54 =24
E(Y) = EX?) = = = = 50.75
{ 3 12 |, 12
The mean-square value is
> > 7 _n7
E(Y) - BXY) = [+°% - A I ITRVE
) 3 12 |, 12

Thus the variance is

0?, = 3714.143 - (50.75)* = 1138.58

(b) For an exponential pdf with parameter o = 3, we have

5 o
i 1 - I'4) 3! 2
El :EX3 = x33e3xdx=—u3e"du=—=_—=._
o * [ ( ) 27!; 27 27 9
The mean-square value and variance are
5 o
!
E(¥?) = EX®) = [xBe *dx = ifu%-udu I _ 6 _ 80
36 36 36 81

2 0

o} = 80/81 - (2/9)* = 0.9383
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Problem 3-30

The characteristic function is
M,Gv) = Efe™)

= f[O.l(S(x - 1) +0.38(x - 3) +0.58(x - 4) + 0.18(x - 7)]e/*dx

—00

= 0.1e” + 0.3¢” + 0.5¢* + 0.1/

The mean can be found as
dM (jv)
d@gv)

E(X)

jv=0

0.1e” +03@3)e™ + 0.5@)e + 0.1Ne™ |, _, =37

The second moment is given by
d*M,(jv)
d(jv)?

EX?

v=0

0.1e” + 0.3(3)%> + 0.5(4)%* + 0.1(7)%’" IJ0 = 35.3

The variance is

o) = 353 - (3.7 = 21.61
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Problem 3-31

The characteristic function is

MGjv) = E(”) = f 3e > u(x) e dx

f3e Gv=3% gy
0

3-jv

The mean is found by differentiating the cdf, which gives

dM (jv)
dv

my = (=)

v=0

The variance is found by finding the second moment and subtracting the mean squared. The
second moment is

2 .
m, = (—j)zwl = %
=0

so that the variance is 2/9 - 1/9 = 1/9.
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Problem 3-32

In the definition of the characteristic function

M,Gv) = He]

use the series expansion

Thus

Problem 3-33

(a) The pdf of a Poisson random variable is

o) = i PX =k)0(x -k) = i: %ke 2 d(x -k)
k=0 !

k=0

By definition, the characteristic function is

)

MyGv) = | [Z% “8(x ~k)

—oco

el dx

1l
[§Y

(b) Use the expansion for e” used in Problem 3-33 to expand

=

eV -1 = ZQ‘_’)_k_l = i(’L)k

k-0 k! k=1 k!
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This allows the characteristic function of part (a) to be written as

a - 3 . . . 2
Mx(iv) = e *! Koo 1 +az M +—1-[az _(.]v_)k.] + .

where the expansion for e“ has been used again. We can regroup terms to write this as

M,Gv) = 1 +a(]’v)+(a+a2)(iZL!)2 +(a+%a2)(i3L!)3+...

(c) Comparing this with the expansion for the characteristic function found in Problem 3-33, we
see that

EX) = a and EX? = a +a?

Problem 3-34
(a) Use (3-104) with k = 2:

1
P(X -u,| > 20,) = i 0.25

(b) For a random varianbe uniformly distributed in (-a, a), we have

(12

pX=Oand0§=?orox=

s

Thus
P(|X - py| 2 20,) =P(]X - 0| 22a///3) = 1 because 2//3 > 1

(c) For the pdf

fx(x) = ae P u(x)

the mean is 1/a and the standard deviation is 1/a. Thus
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P(|X - py| > 20,) = P(|X - 1/a| >2/a)

3

= P(X 21/a) = fae‘axdx
l/a

= fe'“du = -] =e!
1
Problem 3-35
(2) P(IX - pyl > 30y) = 1/9 =0.111; (b) The probability is 1 because the bound included the whole
nonzero region of the pdf of the uniform random variable; (c) Following the derivation in Prob.
3-35(c), it is found that the probability is e™.
Problem 3-36

The Rayleigh pdf and cdf are given by

fV(v) _ lze_vz/z(]z, v >0, and FV(V) - (1 _e—v2/202), v>0
(o)

Recall that U = F (V) = g(V) is uniform for V distributed according to its probability law (i.e.,
Rayleigh). Solve this for V to get
V = {-2¢’In(1 - U)

So, if U is uniform in (0, 1], V will be Rayleigh.
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Problem 3-37

See Problem 3-39. Solve

1 1, -
U=F(X) ==+ ;tan I(X/o)

N

which is (3-41). The result is
X = atan[n(U - 1/2)]

so if U is uniformly distributed in (0, 1], X will be Cauchy.
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CHAPTER 4
PROBABILITY DISTRIBUTIONS FOR MORE THAN
ONE RANDOM VARIABLE

Problem 4-1

(a) Require that F(e, ) = 1. Thus consider

lim Axy
LYT2x+ D+ D

=1

ux)uy)| =

(NRES

which gives A = 2.

(b) Clearly, with the above choice of A, F(e, ) = 1 and F(-x, -0) = 0 because of the unit step
functions.

(c) Let x and y be « in turn to get

2 _x) and Fyfy) = —2—u(y)
2x + 1

Fox) = y+1

(d) From (4-7)
P(-2<X<2,1<Y<5)

Fyf2,5) = Fy( =2, 1) = Fyyf2, 1) + Fyo (-2, 1)

2 5 2 5
= X -0- X +0
2x2+1 5+1 2x2+1 1+1
_2
15

Problem 4-2
A MATLAB program is given below for obtaining the plot:

x =-1:.1:4;
y=-1:.1:4;
Nx=length(x);
Ny=length(y);
F=zeros(Nx,Ny);
fori=1:Nx
for j = 1:Ny
ifx())<=01y(j) <=0
F(i,j) = 0;
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else
F(i.j) = (1-exp(-3*x(i)))*(1-exp(-2*y(j)));

end

end
end
clg
mesh(x,y,F), xlabel('x"), ylabel('y"), zlabel('F(x, y)")....
view(-120,20)
print c:\probab\new\prob4_2 -dps
T=view

The plot is shown below:
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Problem 4-3

(a) The pdf can be found by differentiating the joint cdf partially, once with respect to x and once
with respect to y:

.99 2x y
fey) = — iyl u(x)u(y)

J 2x 1y
ox2x + 1 l:y +1 (y + 1)2}11()6)140’)

2 Ak
2x+1  (x+1)7

Iy

- 2 u(x) u(y)
Qx + 172(y + 1)?

(b) To get f(x) integrate over y:

_ dy 2 _ 2
5 {@ AT " (2x + 1)2u(x)

Similarly to get f«(y) integrate over x:

o
) @+1)2u(y)

Problem 4-4

(a) By partial differentiation,
6e ¥e ™ xandy > 0

fx,y) =
0, x or y or both < 0

A MATLAB program for providing a sketch is given below:
x=-1:.1:4;

y=-1:.1:4;
Nx=length(x);
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Ny=length(y);
F=zeros(Nx,Ny);

fori= 1:Nx
forj=1:Ny
if x()<=01ly(j) <=0
f(ij) =0;
else
f(i,j) = 6*exp(-(3*x(D)+2*y(j)));
end
end
end
clg

mesh(x,y,f), xlabel('x"), ylabel('y"), zlabel('f(x, y)"),...
view(-120,20)

print c:\probab\new\prob4_4a -dps

T=view

(b) The marginal pdf’s are f,(x) = 3e™u(x) and fy) = 2e>u(y) .
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Problem 4-5

(a) The constant A is found from the normalization criterion on the pdf:

o0 oo

Axe 0 Vaxdy = 1
{{ e xdy

Carrying out the integrations, we obtain

© o i o o X ) | ooe_x(y+l)
A fxe"(y )dxdy:Af -——Z 0D +f dx|dy
00 o| Y*1 o Y1

=[ L ae+D
=Aflo-£
{_ (y+1)2[l

Thus, A = 1.
(b) The marginal pdf’s are

[0 = 0+ D%u®)
and

fx(0) = e Fux)
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Problem 4-6

Let T,z = your time of arrival and T = friend’s time of arrival. Then 60 < T),; < 75 and 50 < Ty,
< 70. We want the probability P(T,,; > Trz). The diagram given below will help in the solution.

TFR
40 +
TME< TFR
20T
," TME>TFR
+ | }
30 45 Ty

The desired probability is

P(T, > Ty = shaded area _ (15)(20) - 0.5(10)(10) _ 5
total area (15)(20) 6
Problem 4-7
XY~ 1 2 3 4 5 6
0 1/12 1/12 1/12 1/12 1/12 1/12
1 1/12 1/12 1/12 1/12 1/12 1/12
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Problem 4-8

The event B = {999 < X < 1001} and its probability is
1001 1 1
P(B) = fe_zl"'loooldx = fe’zvdv = Zfe'z"dv = e =1-¢2% = 0865
999 -1 0

The cdf of X is

f e 20000-w) 7., ¥ < 1000

—0co

Fyx) = [e 2 1%ldu = -

-0

X
+ fe'z("‘looo)du, x > 1000
1000

N | =

which follows by making use of vl = -v for v< 0 and Wl = v for v> 0. Carrying out the integrations,
we find that ‘

0.5¢2x-1000)  x < 1000

Fy(x) =
1 -0.5¢ 2710000 » 5 1000
Thus
0, x < 999
PX<xnB) = F(x) - F(999), 999 < x < 1001
P(B), x > 1001
and
P(X <xNnB)
F, (x|B) = ——= —~/
XIB( ) P(B)

Substituting for P(X < x NB) and differentiating, we obtain
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Jx)

, 999 < x < 1001

0, otherwise

Substituting the appropriate expressions, we find that

1.1565¢ 2% 1000 999 « x < 1001
fg*1B) =

0, otherwise

Integration of the conditional pdf gives the desired probability:

1000.5
f 1.1565 ¢ ~2x ~ 10001 g7y
999.5

P(999.5 < X < 1000.51B)

0.5
f 1.1565¢ 2V gy, v = x - 1000
-0.5

0.5
2f1.1565e'2|v'dv
0

1.1565(1 -eY) = 0.7311

Problem 4-9

Given S the conditional pdf of X is

g~ 920
Sysxls) = ——
210>
Given noise alone the conditional pdf of X is
- e X120
Systxls) =
2102

The probability of a miss is
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The probability of a false alarm is
®  -(x - s)H20? A
o [ - f 4
4 y2mo? o

Assume A = s/2. Using a table of Q-functions or a rational approximation for the Q-function we
obtain the table of values given below:

s/o P P,
0.5 0.401 0.401
1 0.309 0.309
2 0.159 0.159
4 0.023 0.023
8 3.17x10° 3.17x107

Note that the probabilities of a miss and false alarm are equal. Had we chose some other value for
A, this would not have been the case.

Problem 4-10

(a) Yes, they are because we can factor F(x, y) into a function of x alone and a function of y alone.
(b) Yes they are, for the same reason as given in part a.

Problem 4-11

No. We cannot factor F(x, y) into a function of x alone and a function of y alone.
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Problem 4-12

(a) The desired expectation is

E[cos(X)sin(Y)] f f cos(x)sin(y)e 21 =YD gx gy

—00 —00

fcos(x)e'”"'dxfsin(y)e'2|Y|dy =0

—oco

The result is zero because the last integral (over y) has an odd integrand. When integrated over an
interval symmetric about 0, the result is zero.

(b) Using the fact that the expectation of a sum is the sum of the expectations of the separate terms
in the sum, we obtain

Elcos(X) + sin(1)] ffCOS(x)e 2+ D gedy + ffsin(y)e 21|+ 1D g dy

—00 —c0 —00—00

f cos(x)e 2 dxdy + f sin(y)e 2Pdy = 2 f cos(x)e Fdx = 0.8
0

— )

where the oddness of the integrand of the sin-integral has been used to set it equal to zero and a table
of integrals has been used to get the integral of the cosine after using the fact that the integrand is
even to double it.

Problem 4-13

(a) The general result for the mnth moment is

EX™™ = ffx my g ~20x + YD grdy

—00 —00

0, m or n or both odd

., m and n even

Since the means are zero, the central moments are given by the same expression.
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(b) The covariance is
Cyy = EIX -p)(¥ - pp] = EXY) = 0

(b) Py =0.
Problem 4-14

(a) This is a quarter of a cylinder of radius 1 and height C. Thus, the volume is

volume=£C=lorC=i
4 L

(b) The desired moments are

EX™" = f f x ™y ”%dxdy

Change variables to polar coordinates: x = r cos 6 and y = r sin 0; dxdy = r dr d6. This results in
the integral

T/2 1
EX"™Y") = [ [(rcos8)(rsin 6)”%rdrd6
00

1 /2

_ 4 f rmrnt gy f cos™0 sin"0d0

o8
0 0

1 72
f cos™0 sin"0d0

0 o

4 rm+n+2

Tm+n+2

4 / /2
. AL f cos™0 sin"0d0
+2 A

m+n

It remains to compute the integral of the cosine-sine powers. It is difficult to get a general result for
arbitrary m and n. A few special cases are given in the table below. These can be calculated by
using trigonometric identities to simplify the integrands, or a mathematics package such as
MATLAB or Mathcad can be used.
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Values for
/2

f cos™0 sin"640
0
ml n- 0 1 2 3 4 5

0 1.571 1 0.785 0.667 0.589 0.533
1 | 0.5 0.333 0.25 0.2 0.167
2 0.785 0.333 0.196 0.133 0.098 0.076
3 0.667 0.25 0.133 0.083 0.057 0.042
4 0.589 0.2 0.098 0.057 0.037 0.025
5 0.533 0.167 0.076 0.042 0.025 0.017

These can be used in the experession for the joint moments to compute the values given in the table

below:
ml n- 0 1 2 3 4 5
0 1 0.424 0.25 0.17 0.125 0.097
1 0.424 0.159 0.085 0.053 0.036 0.027
2 0.25 0.085 0.042 0.024 0.016 0.011
3 0.17 0.053 0.024 0.013 0.008 0.005
4 0.125 0.036 0.016 0.008 0.005 0.003
5 0.097 0.027 0.011 0.005 0.003 0.002

(c) The random variables are not uncorrelated because E(XY) # E(X)E(Y).

Problem 4-15

The joint pdf is

Je®:y) = %[5(36- 1y +5(X)]%[5(y— D+8(y-2)+8(y-3)+3(y-4) +3(y - 5) +6( - 6)]
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Note that it can be factored into a pdf for X alone and a pdf of Y alone because the random variables
are statistically independent. The joint moments are

EX™Y") = } }x "y "fxy %, y) dxdy

—00 —co

1]

%fx’"[é(x S1)« 6(x)]dxx%fy”[6(y S 1)+ 8(y -2) + 8(y - 3)

+3(y-4) +3(y - 5) +0(y - 6)1dy

%[1’" +0"[1" +2" + 3" + 4" + 5" + 6"]

For m =1 and n = 0, joint moment = 1/2;
For m = 0 and n =1, joint moment = 7/2;
Form =1 and n = 1, joint moment = 7/4;
For m =2 and n =0, joint moment = 1/2;
For m = 0 and n = 2, joint moment = 91/6;
Form =2 and n = 1, joint moment = 7/4;
Form =1 and n = 2, joint moment = 91/12;
For m =2 and n = 2, joint moment = 91/12.

21/12 - (172)(7/2)

Pxy = [EXY) - EX)E(Y))/o40,
V(172 - (1/2»(91/6 - (7/2)%)

as we would expect since the random variables are independent.
Problem 4-16

(a) The definition of the characteristic function gives

® —()c-p)2/2c12
M, Gv) = Ele™] = [ eMdx
= y2mo?

Let A = (x - p)/o to get the form

* A2 o
M,(v) = f e pioriwgy - €0 fe 05047 - j2vah) gy,

2T Vam?,
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Complete the square in the exponent in the integrand to get the form

-0.5(A2 ]vo)2

Mjv) = eH g 0507 f

-0.5¢°

ejvpe —0502v2]‘ dlIJ - ejvpe -0.50%v2 _ ejvp -0.50%2

v

where we note that because the integrand is a Gaussian pdf with O mean

—051|J2
["

and unit variance.
(b) Let Z = X, + X, where the sum random variable are independent. Then, the characteristic
function of Z is

M) = Ele?”] = El™ ™| = E™|ER™] = M, (v)M, ()

Now use the result for the characteristic function of a Gaussian random variable derived in part a.
We get

. 2 . 2 .
Z(iv) - e]vu] - O.SOIvze]vpz - 0,5021;2 _ ejv(ul +11,) -0.5(0, + 02)2v2

The result for the sum of two independent Gaussian random variables has the same form as that
for a single Gaussian random variable, but with u = p, + p, and 6> =0,*> +0,%

(c) Clearly the result of part b generalizes to the sum of any number of independent Gaussian
random variables.

Problem 4-17

Let N = number of projectiles fired, and let H = 1 if the first projectile hits the target and 0
otherwise. Then, if p = probability of hitting the target on any try,

E(N) = E,{EIN |Hl}
= pEINIH =1] + (1 - p)E[N [H = 0] = px1 +(1 -p)[1 + ENV)]

Solve for E(N) = 1/p = 1/0.7 = 1.43 projectiles to hit the target. Round up to 2 projectiles.

51



Problem 4-18

From the problem statement, the joint pdf of the impact point is the product of two marginal
Gaussian pdf’s (independence) with the following means and variances:

Ky = 6 inches; p, = -3 inches; oy = 2 inches; 0, =4 inches.

Thus, the pdf of the impact point is - 68,y + Y32

fxy) = £
X% ¥ N J3om

Problem 4-19

By definition of a conditional pdf,
f Xy(x9 y )
1)

fx;y(x ly) =

From (3-28) and (4-52), we obtain
-1

- 29 _ _ _ 2 _ 2
fur(x1y) = y/2m0} exp| - 1 r(x My 2P0 " 1)0 Y O SY) 10,0,y1 - p®exp —w

2(1 - PZ)L oy OxOy oy 20y

1
eXpi-—————
_ 20%(1 - p%)

ZPHXUX(J’ - l-lx) N pzoi‘(y - ”y)z
o

X2 - 20, +2p0, /0 (1 - p)lx + py +

J2moy(1 - p?)

Complete the square in the exponent of the last equation on x to get the form

Oy X

1 POy
Sy 1y) = expsi- — X = Hy - —2(y -y
frid -y | 10 -2} o

Clearly, this is the form of a Gaussian pdf with conditional mean and variance given by

pOX 2 2
EX|Y) = uX+—0—(y—py) and var(X | Y) = oy(1 - p?
Y
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Problem 4-20

By definition of the cdf of Z

e —(x2 + y2)/202

Fz(Z)'_"P(ZSZ):P(X2+Y2$z)= f dxdy
Y 2no?
X“+Y°<z
Change to polar coordinates: x=rcos 0, y=rsin 0, dxdy = r dr d0
z2m —r2/202 z 2/202
= ¢ v -z%20%
FZ(Z)_ff I’drd9=fe dv =1-¢ ,z20
o 2mo° !

Differentiate to get the pdf of Z:
A2 = %e R 250
o
Problem 4-21
Letw = x and z = xy. The inverse transformation is

x=wandy = z/w

The Jacobian is

ox oy 1 -2

X,y ow ow w? 1

wez) eyl |y L ow
0z 0z w

The joint pdf of W and Z is given by
Jx:¥)
fuiw:2) = ol = fey(w, 2/w)

IWI x=wy=2dw

To get the marginal pdf of Z, integrate over w:
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) = ffxy<w z/w) ffxy<z : )l |

Problem 4-22
The inverse transformation is

%(du bv) and y = ———( cu+av)

where A = ad - bc is assumed not to be zero. The Jacobian is

o o
X, y| |ou ov| 1|d -b| |
u,v_ﬂgz_p-ca_A
ou OJv

Use this in (4-52) along with the inverse transformation. The result will be a joint Gaussian pdf.
Problem 4-23

The error in 1 mi = 5280 ft is +52.8 ft. The pdf of the error in 1 mi is
L 528 <e< 528
fule) = 105.6

0, otherwise

The mean of the error in 1 mi is 0 and the variance is (105.6)%/12. For 10 contiguous
measurements the mean and variance are

= 9292.8 ft?

2
E(D) = 52,800 ft and var(D) = 10%

Approximate the measurement for 10 miles as Gaussian by invoking the Central Limit Theorem:
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52,900 ¢ ~x ~ 52.800/%[2(9292.8)] 100//92928  _, 2/

P(52,800 - 100 < D < 52,800 + 100) = - dv
o700 V27(9292.8) L0055 V2m
- 1-20 199 | 1 _0(1.03735) = 070043
/92928

Problem 4-24

Follow the sketch of the proof given in the text given on page 130.
Problem 4-25

Let X =1 if a 3 occurs and 0 if a 3 does not occur. Then

E(X) = IxP(3) + 0xP(not 3) = 1/6

The weak law of large numbers becomes

%li&_
ni-1
171

—E X, - 1 as n - < in probability
ni=1 6

>€el =0

1
6

which says that

Problem 4-26
(a) From (4-106)

3
pIp:¢
i-1

varj

3
= Y var(X) +2)  p; = 2+5+3+2(02+0.1 +0.4) = 11.4
i=1

(b) From (4-106):
var5X, +2X, +X,) = 25(2) +4(5) + 1(3)

+2[(5)(2)(0.2) + (5)(1)(0.1) + (2)(1)(0.4)] = 79.6
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CHAPTER 5
ELEMENTARY STATISTICS, EMPIRICAL PROBABILITY
DISTRIBUTIONS, AND MORE ON SIMULATION

Problem 5-1
EG) - E{l x,.} - 1E{l xi} I ey - 2 m - Lam = m
nij=1 n (\nj-=1 nj=1 nj=1 n
Problem 5-2
E(s)) = E{ ! E(x,.—}f}
n-1;-1
- LE{Z (x, —2)2}
-1 =1
- L YA -3
n-1i:1
1 < 2 2
= x1-m
! 1,-=1{E[ 4 -m?
-1 var(x,) = " var(x,)
n-1:-3 n-1
Problem 5-3

The sum of all the gains is 975. Hence the sample mean is 975/10 = 97.5. The sum of the squares
of all the gains is 97,339. Thus, from (5-5), the sample standard deviation is

= 15.904

. - J 10(97,339) - (975)*
! 9(10)
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Problem 5-4
Start with (5-13) and (5-14):

(5 x2)a, (X x)8y = X x, (O

(X x)ey+nBy = Xy, @

where all sums are assumed to be from 1 to n. From (1):

Z XY~ %Z xi2
Exi

ﬁoz

Substitute into (2):

Yoxy -a,y x’
(B x)eg ”‘Zx(i) ~ =)y

Solve for o

or

nzxiyi_zxizyi _ ”inyi_zxizyi
”E xiz B (Z xi)z] n(n - l)sx2

nn-1)

(x0=

n(n - 1)[

where (5-5) has been used to substitute for s2.
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Problem 5-5

The definition. of the sample means of {x;} and {y,} are

x = lExi and y = iZyi
n n

where all sums are assumed to be from 1 to n. By definition

¢y = ——X (-9
n-1

1 — — N
= Dy xRy Y e xY)

- :inyi —XY VY, +”;§]

- ¥ %y, - x(1y) - y(x) + nx)]

= ;f—l[zxm _”;;] =
ny, XY~ E‘xi.‘u

nn-1)

Problem 5-6

Rewrite (5-20) as

Divide both sides by s, and use the definition of r,,;:

y-y _ Sy x-x

nn -

1)

[nz Xy, - n 25}]

Sy SxSy S,
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Problem 5-7

The {x;} and {y,}are linearly related:

y, =mx;+band y = mx +b

By definition

1 —
sy2 = ——Y O, -
n-1

where the sum is from i =1 to n. Substitute for y, and y:

s),2 = —ITZ(mxi+b—m;—b)2 =m? 112_:(xi—§)2 = m2s}
n- n-

Also, by definition
1 — —
Co = 72 (=00~

= LY (o - D, - m¥)
n-1

- _m 2 - 2
- E(xi x)" = ms,
n-1
Now
C ms ms
rxy = Xy = * = 5 = il
S Ss 2
Xy sx mzsx msx

This is (5-24). For (5-25), consider

n-1

which is greater than or equal to zero because each term in the sum is nonnegative. This can be
expanded to give
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1

1
sx2n—1

Y, —:ouin—{lz @, - 00, - ) +

2
sxsy S y

Use definitions of 5.2, 5., and c,, to get

or

1+2r +120

Using the + sign and then the - sign, and solving the inequality we have

Problem 5-8

< > -
rxy_landrxy_ 1

A MATLAB program for doing the regression analysis is given below:

clg

x=[0.774.394.11 2.91 0.56 0.89 4.09 2.38 0.78 2.52];
y =[14.62 22.21 20.12 19.42 14.69 15.23 24.48 16.88 8.56 16.24];

mx = mean(x);
my = mean(y);
sx = std(x);
sy = std(y);

rxy = corrcoef(x, y);

disp("")

fprintf('The sample means of {x} & {y} are %5.2f and %5.2f, respectively\n',mx,my)
fprintf('The sample std deviations of {x} & {y} are %5.2f and %5.2f, respectively\n',sx,sy)

fprintf('The sample correlation coefficient of {x} & {y} is %5.2f\n',rxy(1,2))

disp(' ")
xv=0:0.1:5;

yv = rxy(1,2)*sy*(xv - mx)/sx + my;
plot(xv, yv, 'w'), grid, xlabel('xi'),ylabel('yi")

hold
plot(x, y, '+w")

print c:\probab\new\prob5_8 -dps
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» pr5_8

The sample means of {x} & {y} are 2.34 and 17.24, respectively

The sample std deviations of {x} & {y} are 1.52 and 4.52, respectively
The sample correlation coefficient of {x} & {y} is 0.87

26 T T T T T T T
A plot of the data : : : % : z ;
and regression 24
line are shown 22
below:

20

18

=

16

14

12

10

s A ; i ; ; J ; i
(o] 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Problem 5-9 o

Except for the data, the MATLAB program is the same as for Problem 5-8. A plot is given
below for the regression line and the data.

» pr5_9
The sample means of {x} & {y} are 2.34 and 6.37, respectively
The sample std
deviations of {x} & I SRR SRR S R e e s s T 5
{y} are 1.52 and INSSUURR OUUUUUNN SN0 SOSRUUNRS SOUOUOOOS SUUNNNOOS SUOURORS SUNOOOOOE SO S
3.18, respectively L+ ' _ :
The sample 4 ......... S U O S L L U ........ _
correlation Lo+ 3 : 5 : " 1
Coefficientof{x} = 6_ ........ ......................................... .................. -
& {y} is 0.02 IR S S S AR S S R |
: &
k- ....................................... ........................................ e -
abo SR SO FPPPPE SR P PP PP S ]
ol SR U SRUPUR SUSRO e i
? .
o 05 1 15 > 2?55. 3 3.5 4 45 5
Xi
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Problem 5-10

The program is the same as Problem 5-8 except that the natural log of the y-data is taken.

clg

x=[1.144.557.52 6.86 5.43 0.74 4.37 2.02 6.96 2.90];

y =[10.61 190.6 3702 1914 464.5 5.79 162.7 24.7 2118 45.7];

z = log(y);

mx = mean(Xx);

mz = mean(z);

sx = std(x);

sz = std(z);

rxz = corrcoef(X, z);

disp("")

fprintf('The sample means of {x} & {log y} are %5.2f and %5.2f, respectively\n',mx,mz)
fprintf('The sample std deviations of {x} & {log y} are %5.2f and %5.2f, respectively\n',sx,sz)
fprintf('The sample correlation coefficient of {x} & {log y} is %5.2f\n',rxz(1,2))

disp(' ")

xv =0:0.1:8;

zv =1xz(1,2)*sz*(Xxv - mx)/sx + mz;

plot(xv, zv, 'w"), grid, xlabel('xi"),ylabel('log yi")

hold

plot(x, z, '+w")

print c:\probab\new\prob5_10 -dps

» pr5_10

The sample means of {x} & {log y} are 4.25 and 5.11, respectively

The sample std deviations of {x} & {logy} are 2.48 and 2.29, respectively
The sample correlation coefficient of {x} & {log y}is 1.00

° ! ! ! ! ! !




Problem 5-11
A MATLAB program and plot of the empirical cdf is given below:

clg

gain =[112 77 113 83 95 105 102 120 73 95];

gain_inc = sort(gain);

L = length(gain);

J=1:1L;

J_norm =J/L;

[xb, yb] = stairs(gain_inc, J_norm);

plot(xb, yb, 'W'), grid, xlabel('gain"),ylabel('fraction <= abscissa’),...
axis([60 1300 1))

print c:\probab\new\prob5_11 -dps

1 ! ! ! ! !
0.9} : -
0.8} § _
0.7} _
© :
2 S B _
_go_e- ........................... e
- N
« N
{}05_ ........................... ............................................................ -
f ot .
S :
go_4_ AAAAAAAAAAAAAAAAAAAAAAAAAAA ........................................................................ -
03K O S _
0.2_ AAAAAAAAAAAAAAAAAAAAAA .................................................................. -
0.1_ ........ ........................................................................ —
O ] I 1 ] ] ]
60 70 80 90 100 110 120 130
gain
Problem 5-12

The MATLAB program is the same as for Problem 5-11 except for the data sets. Plots for the
empirical cdf’s are given on the next page.
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Empirical cdf for x data set

fraction <= abscissa

© o o o

o M d @
LI
i

1
g 0.8} .
2
2 0.6 _
\I}
= 0.4+ =
S
8oz} s

0

Problem 5-13

B={112,77, 113,83, 95, 105, 102, 120, 73, 95}. The sample mean is 97.5 from Problem 5-3.
Lot means are

- 112 +77 + 113 - 100.67

! 3

,72 _ 83+95+105 _ 94.33

3

;3 _ 102 + 1320 +73 - 98.33

The sample standard deviation of the lot means is 3.257. The upper and lower control limits are
UCL = 97.5 +3(3.257) = 107.27

97.5 - 3(3.257) = 87.73

and LCL

respectively. None of the lot means are outside of the control limits; the process is in control.
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Problem 5-14

In (5-30) we let

f = — and — ==«
k
so that (5-30) becomes
1
F[ =%~ Hy o
We have
A table of « versus [ is given below:
B o

0.01 100

0.1 1

03 0.111

0.5 0.04
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CHAPTER 6
ESTIMATION THEORY AND APPLICATIONS

Problem 6-1

(a) Order the data values: 1.0, 2.0, 6.8, 7.1, 8.4, 9.4, 10.3, 10.4, 10.7, 10.9, 12.8, 13.4, 13.6. The
middle datum is 10.3, which in this case is the median. The sample mean is 8.99. In this case, they
differ by about 10%.

(b) If the datum 1000 is appended, the median is between 10.3 and 10.4, call it 10.35. The sample
mean now becomes 79.77. Thus the median is a much more stable estimate of the “typical” datum.

Problem 6-2
(a) From (6-8)

MSE = var(§) + B2 = 4 +2% = 8

(b) Again, from (6-8) rearranged
var(B) = MSE-B2 = 10-9 = 1

The standard deviation is also 1.

Problem 6-3
From (6-9)

_ var({x,}) -

var(x) = ——— or var({x,}) = nvar(x) = 10(10% = 1000
n
We want
var(x) = (0.1)2 = 1000
n

Therefore n = 1000/(0.1%) = 100,000 samples.
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Problem 6-4

The definition of the empirical cdf is

number of samples x,, x,, -, x, < x

Fx(x lxpxz, "'7xn) =

n

Thus, the estimate for the median is defined by

F i | x), %5+, x,) = 0.5

or

A

number of samples Xps Xps s X, < ML 0.5

n

or

number of samples Xps Xy s X, < M= 0.5n

This is the definition of the median, which is that half the samples (0.5r) lie below the median and
half above the median.

Problem 6-5

First consider a < m. Look at E(IX - ml). Since lx-ml=x-mforx>mand Ilx - ml=m - x for x <
m, we have

m

E(X -m|) = }aq‘X(x)dx - [afodx +m ?fx(x)dx - }fx(x)dx

Similarly

67



E(|X -a|) = }Xf YX)dx - }Xf ¥®dx +a }f Yxdx - ?f (x)dx
= Txfx(x)dx + }#X(x)dx - }ixfx(x)dx - 7xfx(x)dx

+a }fx(x)dx - }fx(x)dx +m 7fx(x)dx - }fx(xwx
-m 7fx(x)dx - }fx(x)dx

Comparing this with the expression for E(IX - ml), we see that

E(X -al) = E(X -m|) +2 [(x - a)fy(odx + (@ - m)| [fyo)dx = [fx)d

The bracketed term at the end is zero by definition of the median. Thus the case for a < m is proved.
The case for a > m is proved similarly.

In the final expression for a < m note that the integral

2 [(x - a)fy)d

is positive because f,(x) is nonnegative and x > a inside the integral. Hence, for a < m, it has been
proved that E(IX - al) is smallest if @ = m. A similar observation holds for the case a > m.

Problem 6-6

The estimator in question is

2 1 ¢ It
o, = ——TE (x,-fi)* where i_ = =) x,
i=1 n

x i
i=1
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Taking the expectation of the estimator for the variance, we have

E@) = —Y Elx, - )]
n-1i:1

- > Elx - 20,x + 1]
n-1i-y
1 ¢ 2 . 2
= 71—‘1' {E[x;] - 2E[jd x] + E[A;]}
- Lli=a

As intermediate steps, consider

n
IV Bad = ol epd i
R 1y -1
E@p x) = ;E E(xx) =
j=1

n
LY E%) = -1k ivj
nj=1

where p, is the mean of the x,’s and ¢,% is their common variance. Also
2

15
ni-1

E@) = E

= —%Z > E(x;x))

n-i=1j-=1

%Zi Zj E(xi2)7 i =j

r

.

7}52,. Y EG)E(x) = . i %]

1
= ;[oﬁ s+ (- hll

Putting this all into the equation at the top of the page (the expectation of the estimator), we obtain
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1

——(n(0} + ) = 2[(0] + 1) + (1 = D]

E(0) =

+[0] +p; + (n - Duil} = of

Problem 6-7

We want to show that

E[CX, V)] = E[(X - p)(Y - pp)] = EXY) - pypty

Thus, consider

0
=
=

n(n - DE[CX, V)]

n n

n Z; EXY) - 1 EXY)

i=1j=

Because all samples are identically distributed (i.e., from the same population), we have
EXY) = m, all i and EX)Y) = my;, i =j, and E(X;Y)) = pyy, i#]

where pyand p, are the means of the X;’s and Y;’s, respectively. Substituting, we obtain

n(n - VE[CX, V)] = n(n - \m,, -n(n - Dpy,

or

EICX, V)] = m,, - pgh, = EXY) - E)E(Y)

Problem 6-8
Neither is totally satisfactory. The median = $15,000 is biased toward the lower end, and the sample

mean = $30,926 is biased toward the upper end. Without the owner, the sample mean is $20,577
which is more representative of the typical salary.
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Problem 6-9
The number of customers in T minutes is approximately AT (this is the expected number of
customers), so take the estimate for A as

[ number of customers in 7 minutes
T

Problem 6-10

The maximum likelihood estimate must satisfy

oP. (k, A k-1 k
,;A ) k()Jk)' T, a7, (AkT') (-T)e ™ = 0

This reduces to

2 -T=00rh =

> | =
~ |

We can show that this indeed provides a maximum.

Problem 6-11
The number of heads obeys a binomial distribution. Thus let

P(no. of heads = k) = ( 1Zo)pk(l -p)l0-k = Ap)

Differentiate with respect to p and set the result equal to zero (a necessary condition for the
maximum likelihood estimate):

IA@p) _ ( 100] [kpk—l(l _ )%k _ 5 k100 - k(1 _p)IOO—k—l]
op k

Setting this equal to zero, the condition for the maximum likelihood estimate is

kﬁk_l(l _pf\)IOO—k - Ak(lOO —k)(l _ﬁ)lOO-k—l

71



When solved, this gives

5= k__ number of heads observed in an experiment
100 100

The estimates for p from the 10 experiments according to this estimator are 0.57, 0.63, 0.59, 0.70,
0.65, 0.52,0.61, 0.49, 0.55, and 0.67. The estimates appear to be biased above 0.5.

(b) The sample mean of the estimates for p is 0.598.

(c) The sample variance is

10
& = %E (B, - 0.598)? = 0.00448
i=1

The sample standard deviation is
0 = 0.06697

Problem 6-12

E(number of heads) = np = 100p using the result for the mean of a binomial random variable. Thus

|
E() = — E(number of heads) =
® 100 ( ) =D

So the estimator is unbiased (its expectation equals the quantity being estimated). The variance of
the number of heads is npg = 100pqg where g = 1- p using the result for the variance of a binomial
random variable. Thus

N oo 1 _prq _pld-p
var = 100 = =
®) (100)2( Pq) 100 750
Problem 6-13

The expectation of the estimator of (6-22), from problem 6-6, is 0,°. Note that

n-1

2 _ 2
Oy (6-200) = 0% 6-22)

Hence
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-1 2 n-1 2
E[0 -] = —0x
n n

2 n
E[Gx, I —20b)] =

Thus

n-1 2 1 »
Oy = —O0y
n

bias of (6-20b) = oy -

Problem 6-14

MATLAB programs for carrying out the calculations and plotting the empirical cdf’s are given
below: .

% Solution for 6-14: sample mean

%

%

step_size = 0.005;

nn = 1/step_size;

samp_mean = [10.24 9.32 11.44 9.65 10.98 10.03 9.72 10.01 10.39 9.84];

S_mean_mean = mean(samp_mean);

s_var_mean = std(samp_mean)"2;

sort_sa_mean = sort(samp_mean);

n = length(sort_sa_mean);

x = zeros(1, nn*n);

_sa_mean = zeros(1, nn*n);

ys_sa_mean = zeros(l, nn*n);

ys_gauss = zeros(l, nn*n);

x(1) = min(sort_sa_mean)-1;

forp=L:in

fori= l:nn*n-1
x(i+1) = x(i)+step_size;
if x(i+1) >= sort_sa_mean(p) & x(i) < sort_sa_mean(p)
y_sa_mean(i+1) = y_sa_mean(i)+1;
end
ifi>1
ys_sa_mean(i+1) = ys_sa_mean(i) + y_sa_mean(i+1);
inc(i) = exp(-(x(i)-s_mean_mean)"2/(2*s_var_mean))/sqrt(2*pi*s_var_mean);
ys_gauss(i+1) = ys_gauss(i) + inc(i)*step_size;
end
end
end
ys_sa_mean = ys_sa_mean/max(ys_sa_mean);
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plot(x, ys_sa_mean,'w"),xlabel('x"), ylabel('empirical cdf'),...

title('Comparison of empirical cdf of sample mean of 10 batches of 100 samples with Gaussian')
hold

plot(x, ys_gauss,'--w")
print c:\probab\new\pr_14a -dps

The program for sample variance is similar. Plots of the empirical and analytical Gaussian cdf’s are
shown below. The empirical and Gaussian cdf’s are closest for the sample mean as one would expect.

Comparison of empirical cdf of sample mean of 10 batches of 100 samples with Gaussian
1

o
o

1
5 o
N 1]

o
0

empirical cdf
(o]
4]

0.4
0.3

0.2

1

0.9

0.8

empirical cdf
°© o o
(4] (0] N

o
N

0.3

0.2

0.1
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Problem 6-15

(a) The sample mean is 15.89; (b) The expectation of the sample mean is the mean of the population
which was given as 15. The variance of the sample mean is the variance for the population divided
by the number of samples, or 9/10 = 0.9.

Problem 6-16

The 95% confidence interval for the mean obeys

P(-v, < yn(o -plo, <v) =095 =1-a

As discussed in the text, we split the area under the tails of the pdf for the sample mean between the
positive and negative tails. From (6-27), this is

Px>v) =025 = Q[ -‘@9]
g

X

From a table of Q-function values, we find that

so for n = 10 and 0,* = 9, we have

Thus
Px-P <py<x+P) =095 o0r P(14.04 < pu, < 17.74) = 0.95
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Problem 6-17

From (6-40)

From Example 6-5, 6 = 20.483 and y = 3.247. We need the sample variance, mean known, which
can be calculated to be

0%

1 10 5
_—_ X. —
10,;( )

10
-I%Z [(8.81 - 15)? + (15.91 - 15)% + (20.39 - 15)> + (8.63 - 15)* + (13.8 - 15)?
i=1

+(21.73 - 15)% + (27.23 - 15)% + (7.32 - 15)* + (14.83 - 15)* + (20.26 - 15)]
= 39.18

Therefore, the above expression becomes

1039.18) _ 2  1039.18)) _ 4 o _ g05
20.483 X7 3247

or

H19.13 < o} < 120.65) = 0.95

Problem 6-18

The confidence interval is defined as

n - 1)6> n - 1)6>
P(S—)£<0,2(<(——)—5 =1-a =095
o Y

The sample variance, mean unknown, can be calculated to be 42.647. We found y = 2.7 and &
19.023 in Example 6-6 for 9 degrees of freedom. Putting the numbers into the above formula, we
obtain P[20.18 < 0,* < 142.16] = 0.95.
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Problem 6-19

From (6-48b) we have

n N —
T = Z = Vn(ly - by ~ Student’s T distribution
JWitn - 1) Oy

The confidence interval is specified by
P(-t,<T<t)=1-a =095

From Example 6-7, we have ¢, = 2.263 for 1 - & = 0.95. From Problem 6-18, we know that the
sample standard deviation is (42.647)"* = 6.53. Thus the confidence interval obeys

10(15.89 -
-2.263 < Vio( My
6.53

< 2.263| = 0.95

Solving for the standard deviation, we obtain
P(11.22 < p, < 20.56) = 0.95
as the confidence interval for 95% confidence.
Problem 6-20
From (6-55b)

Pp-B<x=kin<p+B) =1-a

(a) From Example 6-8, p = 0.0435 form 95% confidence. From the given data, X = 260/500 = 0.52.
P(p -0.0435 < 0.52 < p +0.0435) = 0.95

Solving for p, we obtain
P(0.52 - 0.0435 < p < 0.52 +0.0435) = 0.95 or P(0477 < p < 0.564) = 0.95

(b) Now x =475/500 = 0.95. The confidence interval is specified by
P(0.95 - 0.0435 < p < 0.95 +0.0435) = 0.95 or P(0.907 < p < 0.994) = 0.95
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Problem 6-21

For a Poisson random variable

_QD*
P(k) = Te

the expected value is E(K) = AT. Therefore, the expected value of the estimator for A is

EQ) = EKIT) - %E(K) - )“—TT )

Since the expected value of the estimator is equal to the quantity being estimated, the estimator is
unbiased.

To see if its efficient, we attempt to apply (6-60). Rewrite the distribution as

- K 1 -AT + +
P(k) - % ¢ MO _ T AT +k[In(A) + In(D)]

which is of the form (6-60), so the maximum likelihood estimator is efficient.
Problem 6-22

The pdf of the estimator for the variance, mean known, is Chi-square with n degrees of freedom.
This pdf is given by (6-36) for a single random variable. For n independent samples, the joint pdf
of the samples is

2 -x/2
LI o e/

f_(x s Xny s xn) = H -
X i<1 T(n/2)2m"

L]

n e—x,lZeln[x,.z ]

i-1 T(n2)2"?

=¥ [x/2 - /2 - Dlnx;]
e !

V2T(n/2)

which is of the form (6-60), so the maximum likelihood estimator is efficient.
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Problem 6-23

(a) The conditional pdf is

-(h - w/16)%0.4

V/0.4m

Fapw = Fa® = h-wi16) = £

(b) From (6-69)
i e - wi16)%0.4

mmse estimate = E[H |w] = f he—— dh
y0.4m

—00

The integral is the expression for E(H) where E(H) = w/16. So, for a 90 pound student, the mmse
estimate of his/her height is 90/16 = 5.625 feet.
(c) The mean-square error is

* w)2e -(h - w/16)4/0.4
mean-square error = f h- 1_6 —dh
T y0.47

variance of the Gaussian pdf = 0.2

The root-mean-square error is (0.2)"2 = 0.447 feet.
Problem 6-24

Use the expression for the total variance given by (6-74):

= +

.
1

%le,_.

|
<~

Since 0, = 5 and 0,2 = 25, we can calculate n to be

n = 25(1 —%) - 25(4/5) = 20

The conditional mean estimate is

79



EY |x) = — Xt My = X+ omy =
1 +noy/o, 1 +noy/o,

noy/o, - 1 4- 1 4
5

so its more dependent on the sample mean.
Problem 6-25

The two orthogonality relationships suggested in the problem statement are
E{[Y -(AX +B)]} = 0 (1)

E{[Y - (AX + B)]X} = 0 (2)

(2) becomes

EXY) -AEXX?) -BEX) =0 or -3-54-2B =0

and (1) becomes
EY)-AEX)-B =0or1-2A-B =0

Solve and find that A =-5 and B = 11. So the estimator is
0X) = -5X+11
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CHAPTER 7
ENGINEERING DECISIONS

Problem 7-1

(a) From (7-12)

A — 2
_[AZ|H) _ e @ 3n 0 202- 10032 _ 06252 - 3.125

A2 = =e
fAZ |Hy) 0 e 7032

(b) From the right-hand side of (7-12)

1
—(15-1)
Cip~ €
threshold = 2610~ %0) _ 3 = 2.333
q(cy —¢yy) _2_(5 -2)
3
(c) The hypothesis test is
H,
@06252-3125 2 5333
<
H,
Taking the natural logarithm of both sides, this can be reduced to
H,
z > In(2.333) +3.125 _ 6.355
< 0.625
H,
Problem 7-2
The likelihood ratio is
1 10Z
—u@-wZ-10] (€ _ 0<z <10
A(Z) - fZ(ZlHl) - 10 _ 100
FAZ | Hy) 10e "'%%u(Z)

0, otherwise

The theshold is 1. Hence the Bayes’ test is
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Hl Hl
102 Z 100 or Z Z In(100)/10 = 0.4605
HO HO

From (7-10), the average cost is
0.4605 0.4605

1 11 1 10
CD) = —+ ——dz - —(10 “dz = 0.028
D) 2 f 210 f 2( e ¢
0 0
Problem 7-3
The likelihood ratio is
A(Z) - fZ(ZIHl) _ e_|z| m _ 2ne22/8_|zl
fAZ | Hy) 2 78
The threshold is 1. The likelihood ratio test can be reduced to
H, H,
AR > 1 ) > _
3 |Z| - —2—ln(271:) or Z* - 8|Z] < ~4In@2m) = -7.352
H H

0 0

To determine decision boundaries, solve

73 -8|Z, + 17352 =0

first assuming Z, > 0, in which case IZ,| = Z,, and then assuming Z, < 0, in which case IZ| = -Z,. We
find the boundary points to be at

z, - 3864 40352 _ 6941, -1.059,1.059, 6.941

0 2

That is, for Z < -6.941 we choose H,, for -6.941 < Z < -1.059 we choose H,, for -1.059 < Z < 1.059
we choose H,, for 1.059 < Z < 6.941 we choose H,, and for Z > 6.941 we choose H,. Note that the
< and < signs can be on either end of the interval because the random variables are continuous.
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The average cost, from (7-10), is

6.941 2
1 1 1,..1 1, e?”

CD) = =(1) +—(0) +2 (—(1)—e Il ——(1)——]dz
2 2 mfs A2 2 2" f’n

where the 2 in front of the integral is because of the eveness of the integrand. Carrying out the

integration gives
l[e 6941 _ o -1.059%] —[Q( 1-059) - Q( 6_9ﬂ)l = 0.375
2

1
D) = — -
Br=573 2

Problem 7-4

The critical region boundary is given by

c =0 Y a2) = 0710.025) = 1.96

From Example 7-6, we have X = 9.962 and Y = -1.202. Since -¢ < Y < ¢ we accept the hypothesis
that the bar is 10 cm long at the 95% significance level. The OC curve is given by

=M L _ |J.—10 |.l—10
1-Qc- -0l c+ =1-0/1.96-——| -0 c+
[c wh‘] [ cwz] ( o.um) ( o.um]

1 - Q(101.96 - 10p) - O(98.04 + 10u)

Bw)

It is plotted on the following page.
Problem 7-5

(a) The sample mean is X = 60.135. At a 5% significance level the critical region is bounded by
(-1.96, 1.96) (see Problem 7-4). We compute

XMy _ 60.135 - 60

Y =
oifn  4/0.64//10

= 0.534

Since -1.96 < Y < 1.96), we accept the hypothesis that the bar is 60 oz. The OC curve is found from
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M~ Hy M= Hy
1-9|c- -0 c+
0/\/5] { 0/\/5]

1-0 1_96_L£Q_ -0 o+ P60
0.64/,/10 0.64/,/10

1 - 0(239.31 - 3.953u) - 0(235.211 + 3.953p)

The OC curve is shown below.

1

OC curve for Problem 7.4:

\ /

0.6 \ /
1=Bcm \ /

|/

9.4 9.6 ' 9.8 10 10.2 104

OC curve for Problem 7.5:

10.6

1-Bawyos

59 59.5 60 60.5
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Problem 7-6

The hypotheses are
Hyp =p, =60 oz
H;:p <60 oz

or
Hy p =p, =60 oz

H:p>60 o0z

With the former test, we note that a positive value for the test statistic

}_
Z = Ho

ol/n

would not lead to the conclusion that p =, is false. Thus we reject H, only if Z < -c where c is
found from (7-37). At a 2% significance level, c is found to be 2.326. In Problem 7-5, Z was found
to be 0.534. Since this is outside the range (-2.326, 0], we reject the hypothesis that the bar is 60 oz.
(Note that if we had used the second hypothesis test, we would have accepted the hypothesis.) From
(7-48) we find the OC curve to be given by

_ H-Hol _ p - 60
Bw) =05-0 c+ = 0.5-0[ 2326+ ———
{c olfn ] [ \/0.64/\/E)

Problem 7-7 .

From a table of Q-functions or a

rational approximation and trial

and error, we find that Q(7/0) = o1

0.001 has the solution T/c =

3.09. A plot of the probability P Ao

of detection is shown to the

right: 0.01

0.001
0.1 1
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Problem 7-8

The test is to choose that number, n, such that

PZ|H,) = 2e 7" = maximum for n = 1.2.3,4,5,6

or that

|Z -n| = minimum, n = 1,2,3,4,5,6

With Z = 5.2, the choice is clearly n = 5. The probability of making a correct decision on a given
number m, say, is the probability that the noise is greater than -1/2 or less than 1/2. If not, another
number will be chosen. This probability is

05 05
Pcorrect = f%e_'ald(x = fe'“doc = -¢ "“8'5 =1-¢795
05 0

Given a particular number m, the probability of making an error is

P =1-(1-¢%)=¢e" =0605

Since it is independent of the number chosen, this the average probability of making an error over
all possible numbers 1, 2, ..., 6.
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CHAPTER 8

RELIABILITY
Problem 8-1
By definition
E) = f tf()dt
0
But
drF(t) _ d _ _dR@®
) = —= = —[l -R(®)] = —=
M) o dt[ ] 0
So
© dR(®)
E = -
¢)) f t— i
0
Integrate by parts

E(T) = -tR(t)|g + fR(t)dt = fR(t)dt
0 0

where R(«) = 0 makes the term in front of the integral 0.
Problem 8-2
By definition

PT>0t)=R@t) =e™ t20

We want P(T > 5 years) = 0.5 or

_In(0.5)
5 years

e MSyeas) = 05 or \ =

= 0.1386 yr !
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Problem 8-3

(a) From (8-2)

R(H) =e ° =e %l 50

where f is in years.
(b) The mean time to failure is

0

MTTF = [R@)di = [e™Vdt = -10e olif = 10 years
0 0

Problem 8-4

From (8-21)

We need K in hours™:

K = 2 PPM/K = 2 - 210" hour ™!

10°%10° hours

The mean time to failure is

0

mR(t)dt = [e Xigr
[roa= [

MTTF

i
|

> | =
o
>

7
i

> | =

1}
W
X
—_
S

[
=
Q
c
=
n

8
- X0 50t years

(365)(24)
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Problem 8-5

% MATLAB solution for Pr 8_5
%
male_stat = [100000 81049 76601 74645 73378 72430 70315 68827 ...
66790 63989 61021 57767 54137 49982 45385 39986];
age=[1234510152025303540455055];
male_stat_shift(1:15) = male_stat(2:16);
male_stat_trunc(1:15) = male_stat(1:15);
male_fail_rate = (male_stat_trunc - male_stat_shift)./male_stat_shift;
female_stat = [100000 83807 79276 77246 75933 74940 72654 70924 ...
68678 65932 62965 59759 56389 52906 49249 44787];
female_stat_shift(1:15) = female_stat(2:16);
female_stat_trunc(1:15) = female_stat(1:15);
female_fail_rate = (female_stat_trunc - female_stat_shift)./female_stat_shift;
subplot(2,1,1),plot(age,male_fail_rate),axis([0 60 0 0.25]), ...
ylabel('failure rate, failures/yr'), grid, title('Failure rate for U.S. males")
subplot(2,1,2),plot(age,female_fail_rate),axis([0 60 0 0.25]), xlabel('age, years'),...
ylabel('failure rate, failures/yr'), grid, title('Failure rate for U.S. females')

Failure rate for U.S. males
0.25 T ! ! ! )

o
N

failure rate, failures/yr
o
b
0

0.25 ! T ! T !

o
°o I o
- ()} N

o
)
a

failure rate, failures/yr

i ! L
10 20 30 40 50 60
age, years
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Problem 8-6

(a) The cdf for the failure time is

0,t<0
g "2
F@) = ff(x)dl ={[=dA 0<t<T
T2
e 0
| L, t>T
(0, 1< 0
2
= 4 (—t] ,0<t<T
T
1, t>T
The reliability function is
)2
1-1=],0<t<T
Rt = 1-F@) = = T
0,t>T
The failure rate function is
2t
,0<t<T
h(t) = Jo T? -2
R(?)

(b) The mean time to failure is

MTTF = }R(t)dt = }(1 —t—z] dt =
0

3 T
l’—t_ :ET
372 3
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Problem 8-7

(a) The system reliability is
R = P[(T, > (T, > u(T,; > 1)]

1 - P[(T, > )N(T, > DIP(T, < 1)

1 -P(T, > )PT, > [l - P(T; < 1]

1}

1-RR(1-R) = 1-r*f

(b) For this system
R = P[(T, > nu(T, > n(Ty > 1)]

PU(T, > Hu(T, > D1P(T, > 1)

1 -P[T, < (T, < DIP(T; > 1)]

1-(1-R)1-R)R, =1-(1 -rdr =1-fr
(c) For a series system

3
R = P(T, > ON(T, > ON(T, > 0] = [[ P(T, > 1) = 1
i=1

(d) For this system

R = P{[(T| > HUT, > DIn[(T; > Hu(T, > O]}

PU(T, > Hu(T, > H1PUT, > Hu(T, > 1]

{1-P[T, < nu(T, < HDIH{1 - P(T; < nu(T, < D]}

= [ -fAHI0-ff] = 01 -fP

(e) The reliability of this system can be deduced from the answer to part (d). We now have three
systems in parallel in series with two systems in series. Thus

R = [L-fAAIL-£f) = [L-F111 -f2]
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Plots of the system reliability versus the component reliability are given below for all systems.

Problem 8-8

The overall system reliability for the computer system is

R=1-(1-r

where r is the reliability of each computer. Therefore solve

1-(1-r°=0999 or r = 0.9

Problem 8-9

Generalize the result for Problem 8-8 to n parallel components:

R=1-(1-r"

Now let R =0.999 and r = 0.95. Solve for n:
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1 -(1-0.957" = 0.999 or (0.05 = 0.001 or n = \M0-00D " 346

In(0.05)

Round up to 3 parallel components to give an overall reliability of at least 0.999.
Problem 8-10

For an exponential failure pdf:

MTTF = = 100 days

1
A
so A =0.01 days™. For a one system in standby to the system in service, the failure pdf is

fo® = [fi(t -mfmdn

t
= f Ae M- ) g M0 dn
0
= Me ™ = 107%e 197 5 0

which is (8-50). For a standby system
MTTF = MTTF, + MTTF, = 100 + 100 = 200 days

Problem 8-11

For series systems

n 20 300 10
R = IR0 = IR [TRO [IRO = REORORSO
i= i=1 j=1 i=1

But

R = e —A'componcnt t

component( !

SO
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-20A,~t  -300A ¢t -10ALt
R() =e " e Re P

Converting from failures in time to failures per hour, we have

A =5 FIT = > = 5x107° failures/hour
10°x10°
A = 20 FIT = 20 . 20%107° failures/hour
10%10°
A, = 10 FIT = 10 | 10x107° failures/hour
10°%103
For 5000 hours
Rx(SOOO) = e ~20x5x10%5000 e ~20Xx20x107°x5000 e -20x10x107°x5000
= o 5107, -0.03 , -5x107*
= (0.9995)%(0.9704) = 0.9695
Problem 8-12

(a) For the Weibull distribution
F(f)y =1-¢" t50

which is (8-57). The reliability function is

R(t) - e—(t/c)’” - e—(t/l())2

for m =2 and t = 10 seconds.
(b) The mean time to failure is

o o

MTTF = fR(t)a't = fe N0 gy = fe 0012 gy - —;— ﬁ = 8.862 seconds
0 0 0 ’
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CHAPTER 9
INTRODUCTION TO RANDOM PROCESSES

Problem 9-1

(a) We get the following frequencies for each sample function:
X(t,¢) = 3 frequency one-half
X(t,¢) = 2 frequency one-sixth
X(t,C) = 1 frequency one-third

The sample functions are horizontal lines at each of these levels with the corresponding frequencies
of occurrence.
(b) Now the sample functions and their frequencies of occurrence are

X(t, ) = 2t frequency one-third
X(t,{) = -2t frequency one-third
X(t,0) = 0 frequency one-third

Thus, one-third of the sample functions are lines with slope 1 going through the origin, one-third of
them are lines with slope -1 going through the origin, and one-third of them are horizontal lines at
level 0.

Problem 9-2

(a) Case 3: continuous independent variable and discrete dependent variable; (b) case 4: continuous
independent variable and continuous dependent variable.
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Problem 9-3

(a) Three computer-generated sample functions are shown below:

6 ! A T T l X T
- X X X X X X X
£4_x ................. Dot X R R R Ce x ............ e A
g X X X X XX XX XX X
gz_ ............. X ........... D EERRER xx ......... xxx ..... -
V2 | | | I/\ \Ne 3 k
-20 -15 -10 -5 0 5 10 15 20
t
6 HeT—X T X T T T T
R X X X X X XX X
‘E4—X ................... X ....... NKevomme o v S e ........... ]
3 X X X X X X
gze ..... Moo X x ........... Mevvrre > AR X xx ..... p
e /\l( | \l/\/x X' ,\I |
-20 -15 -10 -5 0 5 10 15 20
t
6 T I HHHK KX ! KT T X
™ X X 3 XX X X
.E'4_ ..... N X X S XX XX X -
g | x X X X : X
82-)()( ............. BRI GRS S ............ ........... -
! | | N | 1 N N Ne xxl
=20 -15 -10 -5 0 5 10 15 20
t

(b) Case 1: Discrete independent variable; discrete dependent variable.
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Problem 9-4

(a) The ensemble-average mean is

/4

4
A [ ;cos(wot +0)do

1}

E[X(t, )]

/4

= fésin(wo +1)
T o

= ﬂ[Sin((oot + /4) - sin(w,f)]
n

The ensemble-average mean-square value is

7:/44
A? f —cos*(w,t + 6)d0
) m

E[X*t,09)]

21:/
_ 447 AB— + %cosZ(th + 6)}d6
0

T
2 n/4
= j‘g‘l__[ﬁ + lsin 2wyt + 6)]
4 0
A’

> -1 +cos2w)

T

(b) The time-average mean of a single sample function is 0 and the time-average mean-square value
of a single sample function is A%/2.
(c) It is neither stationary nor ergodic.
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Problem 9-5

The ensemble-average autocorrelation function is

R(t,t +7)

Problem 9-6

2 /4

a4 f sin(w,t + 6)sin[w(t + T) + 61dO
0

T

211/4
= % f [cos(wyt) - cos(Qwyt + 2w,T +28)]1d0O
0

2A2- 1 /4
= =—|(cosw,7)0 - —sin(2w,t + 2w T +20)
4 2
i 0
.
= 2—i— (cos wot)% - %sin(Zwot +20,T + T/2) + -;—sin(Zwot + 2wot)}
247 1 1.
= ——I(cosw,T)— - —cos[2w,(t + T)] + —=sin[2w,(t + T
n_( 0)42[0( )]2[0( )]]
o
.24 (cos wor)—n- + icos[2wo(t + 1) + /4]
T 4 2

Sample functions for a random coin toss sequence; delta = 1




(b) Consider the interval [0, A]. The autocorrelation function is, by definition,

R(t) = E[X(®X(t + T)]

At an arbitrary time in this interval, we have two equiprobable possibilities with regard to the
product X(9)X(¢ + t): it can be A% or -A. If the sign of X(f) changes in the interval [0, A], the
probability of a sign match is (1 - ©/A) (sketch this case to convince yourself) and the probability of
a sign mismatch is /A, assuming T > 0. If the sign of X(#) doesn’t change in the interval, then the
product X()X(t + t) = A?, and this case happens with probability 1/2. Thus the autocorrelation
function in [0, A] is

T

A2 1
R7) = -2—[(-1)(—1)(1 —X) +(1)(—1)§] @A) - AZ(l —%), O<ts<A

A similar argument for T > A shows that the autocorrelation function is 0. By eveness of the
autocorrelation function,

A1 -|t|/A), 0 < |T] < A
Ry () =

0, otherwise

(c) The average power is A?, or Ry(0).
Problem 9-7

(a) Suitable; (b) not suitable - the function is not even and its maximum is not at zero; (c) Not
suitable - its Fourier transform is not nonnegative.

Problem 9-8

(a) The mean-square value is E[X*(f)] = Ry(0) = A ; (b) its mean is lim _ . = 0; (c) no, it is not a
periodic process since its autocorrelation function is not periodic.

Problem 9-9

First, we need its mean and variance. We can get these from E[X(f)] = R(0) =2 and mean® = lim,
- . Ry(t) = 1. Thus the variance of this process is 6> = E(X?) - EA(X) =2 - 1> = 1. Hence its pdf is

2
woug20y -1

fx(x) = £ =
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Problem 9-10

Property 1 is shown as follows:
Ry (7) = E[X()Y(t + 7)]

Ry(v) = E[Y()X( + )]

= E[X@hYt' -1)], t' =t+1

= R,,(-7), by wide sense stationarity

For Property 2, consider
E{[aX(®) + Y(t + T))}}

a’E[X?%(P)] + 2aE[X(DY(t + 1)] + E[Y (D]

a’Ry(0) +2aR,(7) + R/0)

where stationarity of {X(f)} and {¥(#)} has been use. Since the left-hand side is the expectation of
a squared quantity, it is clearly nonnegative. Hence the discriminant of the equivalent quadratic in
a is negative, or

R,(%) - EIXX0)]E[Y%0)] < O
Rearranging this expression produces the desired property. Finally, for Property 3, consider
E{[X®))xY(t+7)]} = 0

or E[XX1)] +2E[X(®) Y(t + T)] + E[Y2(t +1)] = 0
or Ry(0) = 2R,(T) + R(0) > 0

When the two inequalities are rearranged, the stated property follows.
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Problem 9-11
(a) Their average powers are

P, = Ry0) = 1 and P, = RY0) = 1

(b) The autocorrelation function of their sum is
R (T) = R(T) + Ry (T) + Rip(~T) + R(T)

cos(2mfyT) + sin(3mfyT + 1/3) + sin[3wf(-T) + W3] + cos(47f,T)

cos(2Tf,T) + cos(47fT) + 2sin(7/3) cos(37tf, T)

(c) The average power of their sum is

E(Z?) = R,0) = 1+1 +2sin(n/3) = 3.732

Problem 9-12

The derivation follows:

Cyy = E{IX(®) - XO1[Y() - Y()])

= E[X(OY(n) - X(DY (1) - Y()X(2) + X(2) Y(1)]

= EIX®OY®] - X() YO - YO X(1) + X(1) Y()
= EIX®O Y] - X() Y

Problem 9-13

(a) From the covariance function r(1 second) = 0.5. Since r(«) = 0, the mean is zero. Thus the
variance is equal to the mean-square value which is equal to the power or 4 watts. From (9-42) it
follows that

X - 200.5)x%, + x7

—l(xz—xx +x2)
2(4)(1 - 0.25) 6 L 272

e

2m(4)/1 - 0.25 6.92m

fxlxz(xvxz’ T=1sec) =

(b) At © =3 sec, r(3) =0, so the samples at 3 seconds separation are uncorrelated. Hence
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8 -xl18 -} + 18
=3 sec) = & e _ e
leXZ(xl,xQ, T=3 sec) = =

/8% /8% 87

Problem 9-14

The variance is

TT
o) = f f o*r({ - fdtde
00

Make the transformation of variables u = ¢ - t and v = ¢. The area of integration transforms from a
square of side T to a trapezoid as shown below:

c v
Themmmmmemmn- Tt----mmmme- -
1 ,' ,l
1 ’ ’
1 ’ ¢
’ ’
1 ’ ’
1 ’ ’
1 ,' ,I
1 ’ ’
1 ’ ’
’ ’
1 P ’
' L’ ’ |
0 v - u
0 T -T 0 T

We now integrate over the trapezoidal area shown on the right to get the variance of Z:
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0 u+T T T
2 f fozr(u)dvdu+ f fozr(u)dvdu

u=-T v=0 u=0v=u

u

Q
N
1

0 T
o’ f (u+Drw)du + [(T - u)r(u)du
0

u=-T

1

T
o2f(T- lu)(1 - |u|/2)du

-T

T
o2Tf(1 - |u/T)r(u)du
-T

The integrand is even, so we can double the integral and integrate from O to 7.
2

202Tf(1 - w1 - u)du, T > 2
0

T
202Tf(1 - w11 - u2)du, T < 2
0

When the integrals are carried out, the result is
o*I(T -T*6), T > 2
o’ T2 -4/31), T < 2

Recalling that 0,> = Ny/2, we find the probability of error to be

24°T

Q | ———=—|T>2
\ Ny(T - T?6)
P, =
0 _& T <2
\ N2 -43D)" "~

A plot is given on the next page for T =1, 2, and 10 seconds.
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Probability of error
S

—_
o

]
a1
T

Problem 9-15

By definition of a conditional pdf:

Simplify the exponent:

SNR

x2-2my +y? _x2-2rxy+y2+y_2

fxy(-x7 y) e 20%(1 - r?) 27162 e 20%1-r%)  20°

mod/1 - r2 e J2ma?(1 - r?
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_x2—2rxy +y? N

y: o e my y? . y?

20%(1 - r?)

Thus, the conditional pdf is

Problem 9-16

From (9-61):

SO

We want

20> 20%(1-r%) o*(1-r®) 20%(1-r») 20°

_ xPemysry? o (x-ny)
2041 - r?) 2041 - r?)
-y
e 2041 - r?)
fx |y =

V2mo¥(1 - r?)

-0 2
R(0) = ¢/'——2¢
+(0) v

_RAD - m

B0 = 25

M+ 1]
@ < 0.6

oM

Take the case M > 0 (the expression is even):

Thus

oM 1-M . 06 0ora =06

r M) = 0.6M = {..0.36,0.6,1,0.6,0.36, -}
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Problem 9-17
From (9-61) and (9-63):
R,(0)

The correlation coefficient for adjacent sample values is

r1) =03
Thus, the joint pdf of adjacent samples is
_ Jntl2 - 2(0.3)x,x, + x; B xl2 -0.6xx, + x22
2(1)(1 - 0.9) 02

forpxp1) = £ = £

21y'1 - 0.09 2my/0.91
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CHAPTER 10
RANDOM PROCESSES THROUGH SYSTEMS

Problem 10-1

Probability of dc component = 1 - 2Q(c/0). Probability of ac component = 1 - Probability of dc
component. Therefore

1 -[1-2Q(c/0)] = 1-2Q(c/o) or Q(c/o) = 0.25

From Table C-2, Q(0.7) =0.242 = 0.25. Hence c/c = 0.7 is close.
Problem 10-2

A MATLAB program that generates sample functions of the limiter output is given below. The
input is a first-order autoregressive process generated according to (9-54). Note that the limited
sample functions should be either 1 or -1. The slanted lines come about because of the plotting
routine.

% Solution for Problem 10-2; a 1st order autoregressive process is used to drive the limiter
%
alpha = input('Enter value for alpha (see eq. 9-54) (< 1) ");
sigma2 = input('Enter variance of driving random process ');
a = input('Enter limiter amplitude ');
N = input('Enter total number of Gaussian random variables to generate ');
sigma_X = sqrt(sigma2)*sqrt((1 - alpha)/(1 + alpha));
beta = 1 - alpha;
NN=sqrt(sigma2)*randn(1,N);
X = zeros(size(NN));
X()=0;
t = zeros(size(NN));
for k =2:N
X (k) = alpha*X(k-1) + beta*NN(k);
t(k) = (k-1);
end
Y = a*sign(X);
subplot(211),plot(t,X,-w"),axis([400 500 -3*sigma_X 3*sigma_X]),...
grid,xlabel('t"),ylabel('limiter input ampli’),...
title(['limiter output (bottom) for autoregressive input with alpha = ',num2str(alpha)])
subplot(212),plot(t,Y,-w'),axis([400 500 -2*a 2*a]),grid,...
xlabel('t),ylabel('limiter output ampli')
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Input and output sample functions are shown below for & = 0.1 and o = 0.9.

limiter output (bottom) for autoregressive input with alpha = 0.1

o A KOO S S |
%- .
E R\ Nk A _
=
.g_ O ................................ .............
2 B | A ¥ | | P A (VY DU A\ TS PN Y ST R B S R A% A -
£ : .
—10}F - TR ........ -
] 1 1 1 I 1 1 l I
400 410 420 430 440 450 460 470 480 490 500
t
2 T I I T I T T T I
e 4 . L TP P - -
[3+] fl B .
‘g_ : : :
= ot -4 1 1444 ................... ........ —
S :
:g_-'_ ..... :A ..............................
_2 1 L 1 1 I 1 L 1 I
400 410 420 430 440 450 460 470 480 490 500

limiter input ampli

limiter output ampli

limiter output (bottom) for autoregressive input with alpha = 0.9

o

1 1 1 1 1 1 1 1
410 420 430 440 450 460 470 480

By stationarity and symmetry of the input waveform about the #-axis,

Fy; D) =0.58(y - @) + 0.58(y - @)
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Problem 10-3

From (10-16):

4
Power in dc component = ‘—42— +2R (0O)R (0) + an (0);

and

4 4 4
Power in components at +2f; = % + % = %

But, the autocorrelation function of the input signal is, from the inverse Fourier transform of (9-26),

A 2
RS(‘E) = —z—cos(wot)

so R(0) =A%2. Also, let R (0) = P, so the condition for the power in the dc component at the output
equal to four times the power in the sinusoidal component is

4 2 4
i4_+214_p +an :4_4_
4 2 " 8

or

n

4
PI+A%P, _AT =0

which, when solved for the positive solution, gives
A2 2
P, = A_;_[Zi = 0.207A2

Problem 10-4

(a) The dc power is the integral of the delta function, or 25, which is also the mean squared. Thus
my=5; (b) H(0) = 1; (c) from (a) and (b), m, =my=15; (d) the magnitude of the transfer function
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squared is

HO|® = .
1 +f4f;
SO
SAH = |H(f)|2SX(f) = 250(f) + 40
(F2+4)(F* +4)
(e) The cross-spectral density, from (10-27), is
20

S = S(HHP = 258() +
o= O (2 + 42 +j2f -2

Problem 10-5

In (10-34), let

Then

Because the integrand is even, we can double the integral and integrate from O to o:

3] ] o0

E[Y?] = 2[ A df = 2A o du = %itan'l(u)
5 o+ (2Tf) o 274 1 +u? o 2T A
A RN,

20 4R,C(R, +R,)
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Problem 10-6

(a) The autocorrelation function is
Ry(7) = E[Y(®)Y(t + D] = E{[X(®) + X(¢ - D][X(® + X(z -T + 1)]1}

= E{(XOXt+1)+ XOXt+Tt-D+Xt-DXt+1)+ Xt -DXt+7t-1)}

Take the expectation of each term separately and use the definition of the autocorrelation function,
which is Ry(t) = E[X()X(t + T)]:

R, (1) = E[X®)X( + )] + E[X(HOX(t +T - D] + E[X(t - DX + D] + E[X(t -T)X(t + T - T)]
=R(D)+R(t-T)+R(t+T) +R(t) = 2R(T) +R(t -T) +R(t + 1)

(b) The power spectral density is the Fourier transform of the autocorrelation function. Using
appropriate transform theorems (see Appendix A), we get

Sy = FIRYD] = 2FTR(1)] + FIR(t - D] + F[Ry(t + D]

= 28 + S (Ne 7P + S (He = 25 (N1 + cos2nfT)]

48,(f) cos* (nfT)

where appropriate trigonometric identies have been used to get the last two expressions.
Problem 10-7

(a) The transfer function is

H(p) = FTAe “u@)] = —2
o + j2nf
The power spectral density of the output is
A? B
S{N = [HO*Syh =
o T @t B enp?
K, K| K, K,

+ + +
o« +j2nf o -j2nf B +2nf P -j2nf
Use Heaviside’s expansion rule to find K;:
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A’ B _A* B
o - j21f B2 + (27nf)? 200 B2+ a2

Ky = (@ +721) 8N oy - o =
2nf = -a

Similarly,
A? __B_
o+ Bz 2'3

K, =

Put the terms in Sf) involving K, together and those involving K, together to get
A’B 1 ., A’B 1

S = 2, Q2 2 2 2., @p2 Q2 2
@B a2 oF+ B B+ 2nf)

_ A’B 1 20 L b 200
o + 2|20 o + 2nf)? 20 o2 + (27f)>

The inverse Fourier transform gives the autocorrelation function:
A’B
0('2 + ﬁz

R/7) =

L e, 1 il
20 2B

(c) The cross-spectral density of input and output is

Sy = HHS( = 4 Z

o +j271f B2 + (27f)?

(d) The cross-correlation function of input with output is

Ry(t) = F _I[Sxy(f)]

Expand Sy,(f) using partial fractions:

K, K, K,
Sy = 3 + ; + 3
a+j2nf B+j2nf P -j2nf
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Use Heaviside’s expansion rule to find

K. = AB = i__
@+ 2n)B 21 . 5 (@ - B)2P)

Similarly, we find K| to be

AB
|32 + az

K, =

Put the terms involving K, and K, together to get

Ry(%) = F I [Sy,(N]
_ 51|_AB 1 . _AB 2B
B2+ a2 a+j2nf 2B(a - PB) B2+ (2mpH?
S AB gy AB i
o + B 2B(cx - B)

Problem 10-8

The variance of {Y(¥)} at any time ¢, from (10-42), is

R
o) = Ao = 455
4(R, +R)R,C

The mean is zero. Thus, the first-order pdf of the output is

e -y%2(45.5) -y491

/27@55) |oIm

_ e

o0 =

For the second-order pdf, we need the correlation coefficient. For times separated by 1 second, we
find from (10-38) and (10-44) that

r=e=0

Thus, {Y(#)} and {¥(z + 1 s)} are, for all practical purposes, independent since they are uncorrelated
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Gaussian random variables, and

. -y212(45.5) . -y}12(45.5) . -7 + ¥l
S Opytt+1s) = =
J2T(45.5) {/21(45.5) Olm
At a separation of T = 0.1 second, r = 1%V = ¢! = Q, 50 the result is the same.
P

Problem 10-9

The autocorrelation function is the inverse Fourier transform of the power spectral density, so

% B<f<Bl EN
g2 I =f—oejz"ﬁdf
2

-B

R(7)

0, otherwise

|8
Ny gi2nfe sin(2mBT)

_0 =N
2 j2nt |, of 2Bt

= N Bsinc(2B7)

Note that the autocorrelation function is zero for integer multiples of 1/2B except for T = 0.
Problem 10-10

From (10-52):
| 2 2 -10mt
h(t) = — T) = =57me u(t
(v N, (D) 5 (v

Use the Fourier transform pair (10-35) to get

Hp - 5% . _05

10m +2nf 1 +j(fI5)
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Problem 10-11

Use the Fourier transform pair (10-35) to get

Hf) = —

20 +j27f

This gives H(0) = 0.25. From (10-57):

[IHOPRdf = —— [—2—af
/ 0.2524 400 + (27f)°

1
H*0)

B

N

oo

S = 2tan"(u)
1+u?  407m(0.25) A

25 } du 25

40m(0.25) <,

S T sy
2

407(0.25)°

Problem 10-12

(a) The magnitude squared of the transfer function is 16 for -5 < f< 5and 4 for -10<f<-5and 5
< f < 10. Elsewhere it is zero. From (10-57) the noise equivalent bandwidth is

B, = - [|H|?df = -_(16x5 +4x5) = 6.25 Hz
16 16

N

(b) HO)=8 and H(f) =8 - ffor O< f < 8, so

8 8
_ 1 2. 1 B-p| _
B, =—|@8-N°df = —~——2| =2.667 Hz
N 64{( Ndf o4 3 |
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Problem 10-13

(2) Use Nyquist’s theorem. Looking back into the circuit, we see an equivalent resistance of 60,000
ohms. Thus

v, = 4kTR. B = 4(1.38x1072)(330)(60,000)(100,000) = 1.093x10™"° volts®

or v, = 10.45 micro volts rms.
(b) Now the equivalent resistance looking back into the circuit is 5,000 ohms in parallel with 1,000
ohms or 833.3 ohms. The mean-square noise voltage is

v, = 4kTR B = 4(1.38x107%)(330)(833.3)(100,000) = 1.518x10™'2 volts*

or v, = 1.23 micro volts rms.
Problem 10-14

Find the gains and noise figures as ratios:

Subsystem G,, ratio F, ratio
1 31.62 1.78
2 0.32 3.16
3 100 2.51
4 1,000,000 5.01

From (10-63):

) 316 -1 2.51-1 501 -1 )
F rall 178 + + + —
ove 31.62 (31.62)(0.32)  (31.62)(0.32)(100)

IndB, F,,..,; = 10 log,, 2 =3.01 dB. The overall gain in dB is the sum of the overall gains in dB or
G, =15+ (-5)+20+60=90dB.

overall
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Problem 10-15

2.7 dB is 1.86 ratio. Thus, Friss’ formula becomes

1.86 = 1.78 +

316 -1 . 251 -1
+ +

501 -1

G, G,(0.32) G,(0.32)(100)
Solve for G, and get
G, - # - 87.55 or G, 4 = 1942 dB
Problem 10-16
The spectra are shown below:
S,(F)
I—l 2 I——I
(a) P f(Hz)
-10 -5 0 5 10
S,(f+ 1) + 8,.(F- 1)
4
l"_'] 2
(b) L 1 1 1 1 1 f(HZ)
-15 -10 -5 0 5 10 15
-J[Sn(f+.f£)) = Sn(f-.f;))]
+2
-15 -10 -5 72 | |
c T 1 1 A 1 1 1 H
© | | T 5 10 15 f(Hz)
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Problem 10-17

Specializing (10-83) to the assumptions of Example10-16, we get

L ps0se
o SM + S0

_ N} 2Bo/(0? + (27f)?) d
™ 2Ba/(0? + (21f)) + Ny2

4Ba s dQmpH/C  _ 2Bo s du
21‘ECO 1 + 2xnfIC)? nC o 1 +u?

2Ba. -1 o
= ——tan (u
= |,
_2Bem B
nC 2 4B
+1
Nooc
where C has been defined as
C = 4Ba. + 062
N,
and the substitution
4 = 2
C

has been used to simplify the integral.
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% Computer Exercise 1-1

%

N = input('Enter the number of random numbers to generate ');
M = input('Enter the number of histogram bins ');

X =rand(1,N);

Y = fix(10*X);

hist(Y,M),xlabel('independent variable'),...
ylabel('number of occurrences'),...
title(['histogram for ' num2str(N), ' trials'])

histogram for 100 trials

histogram for 1000 trials
T u T T

- 120
100 _ 1l ]
L] ] ] —
g10 - g
20}
T e e e o ¥ oot inae © 7
% Computer Exercise 1-2
Yo

N = input('Enter the number of shims to simulate ");
M = input('Enter the number of histogram bins ");

T = input('Enter nominal thickness of shims in mm ');
tol = input('Enter +- tolerance around nominal thickness in mm ');

X =rand(1,N);

Y = (T - tol) + 2*tol*X;

hist(Y,M),xlabel('thickness in mm '),...
ylabel('number of occurrences),...
title(['histogram for ' num2str(N), ' trials'])

histogram for SO0O trials

300

250

number of occumences
< N
0 o}
o] (o]

"
[o]
[¢]

50+

2(.)9 95

2.996

2.997

2.998

thickness in mm
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2.999 3 3.001

3.002 3.003 3.004

3.005




% Computer Exercise 1-3

%

N = input('Enter the number of resistors to simulate ');

M = input('Enter the number of histogram bins ');

R = input('Enter nominal resistance in ohms ');

P = input("Enter +- tolerance in % around nominal resistance ');

X =rand(1,N);

Y = R*(1 - P/100) + 2*(P/100)*R*X;

hist(Y,M),xlabel('resistance in ohms '),...
ylabel('number of occurrences),...
title(['histogram for ' num2str(N), ' trials'])

histogram for 5000 trials
T T T

600

S00

number of occurmences
N W A
o] 0 [o]
0 [o] o]
| T T

a

[}

(¢}
T

o . . s L N L L
800 850 200 950 1000 1050 1100 1150
resistance in ochms

% Computer Exercise 2-1

%

m = input('Enter the number of outcomes for event A ');

n = input('Enter the number of outcomes for event B ');

p = input('Enter number of outcomes common to A and B ');
PA = zeros(1,m);

PB = zeros(1,n);

PA_and_B = zeros(1,p);

PA = input('Enter probabilities for outcomes in A - sum <=1");
PB = input('Enter probabilities for outcomes in B - sum <=1");
Prob_A = sum(PA);

Prob_B = sum(PB);

fprintf(\n')

fprintf('Enter probabilities for outcomes in A union B )
fprintf('Require sum <= 1 & sum >= %f \n',Prob_A+Prob_B-1)
fprintf(' Also, sum <= P(A) = %f and <= P(B) = %f \n',Prob_A,Prob_B)
PA_and_B = input(");

Prob_A_and_B = sum(PA_and_B);

Prob_A_or_B = Prob_A + Prob_B - Prob_A_and_B;
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PA_given_B = Prob_A_and_B/Prob_B;
PB_given_A = Prob_A_and_B/Prob_A;

fprintf("\n")

fprintf('P(A) = %5.3f; P(B) = %5.3f\n',Prob_A,Prob_B)

fprintf("\n")

fprintf('P(A and B) = %5.3f; P(A or B) = %5.3f\n',Prob_A_and_B,Prob_A_or_B)
fprintf("\n")

fprintf('P(AIB) = %5.3f; P(BIA) = %5.3f\n',PA_given_B,PB_given_A)

» ce2_1

Enter the number of outcomes for event A 3

Enter the number of outcomes for event B 4

Enter number of outcomes common to A and B 2

Enter probabilities for outcomes in A - sum <=1 [.1 .05 .2]
Enter probabilities for outcomes in B - sum <=1 [.05 .1 .1 .2]
Enter probabilities for outcomes in A union B Require sum <= 1 & sum >= -0.200000
Also, sum <= P(A) = 0.350000 and <= P(B) = 0.450000
[.1.2]

P(A) =0.350; P(B) = 0.450

P(A and B) = 0.300; P(A or B) =0.500

P(AIB) = 0.667; P(BIA) = 0.857

% Computer Exercise 2-2

%

% To test proposition stated in exercise, enter all 6's for

%o vector of spot numbers sought and 1, 2, or 3 for minimum number of
% matches for 6, 12, or 18 dice rolled. The simulation will test for

%o any sequence of matches in order, e.g., 1 23 4 5 6 for 6 dies tossed.
%

N_dies = input('Enter number of dies to toss ');
spots = input('vector of spot numbers sought - one for each die tossed ');
no_matches_des = input('Enter minimum number of matches desired each toss ');
N_trials = input('Enter number of trials ');
count = 0;
L = length(spots);
for k = 1:N_trials

X =rand(1,N_dies);

spots_up = fix(6*X)+1;

Y = spots_up - spots;

no_matches_obt = L - nnz(Y);

if no_matches_obt >= no_matches_des

count = count + 1;
end

121



end
disp(' ")
fprintf('The probability of the desired event is %f \n',count/N_trials)

»ce2_2

Enter number of dies to toss 6

vector of spot numbers sought - one for each die tossed [6 6 6 6 6 6]
Enter minimum number of matches desired each toss 1

Enter number of trials 1000

The probability of the desired event is 0.667000

»ce2_2 )

Enter number of dies to toss 12

vector of spot numbers sought - one for each die tossed [66 666666 6 6 6 6]
Enter minimum number of matches desired each toss 2

Enter number of trials 1000

The probability of the desired event is 0.652000

»ce2_2

Enter number of dies to toss 18

vector of spot numbers sought - one for each die tossed [66 6666666666666 6 6 6]
Enter minimum number of matches desired each toss 3

Enter number of trials 1000

The probability of the desired event is 0.623000

% Computer Exercise 2-3

o Case where host uses prior knowledge to reveal a goat

%

N_trials = input('"Enter number of trials: ');

% Host's curtain to pull back array; first index is "car behind
% curtain no" and second index is "contestent's choice no"

W = zeros(3,3);
W(1,1) = fix(2*rand(1))+2; % Random choice between 2 and 3

W(1,2)=3;

W(1,3) =2;

W(2,1)=3;

W(2,2) =3; % Could be a random choice between 1 and 3
Ww2,3)=1;

W@3,1)=2;

W@32)=1;

W(@3,3) = fix(2*rand(1))+1; % Random choice between 1 and 2
% Contestant switches to array; first index is contestent's

% first choice and second index is host's curtain revealing
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Yo a goat

S(1,2) =3;
S(1,3)=2;
S(2,1) =3;
S2,3)=1;
S(3,1)=2;
S(3,2)=1;
countl = 0;
count2 = 0;
for k=1:N_trials
% Generate number of curtain car is behind
X = fix(3*rand(1))+1;
% Generate number of curtain contestant picks
Y = fix(3*rand(1))+1;
% Generate host's curtain to pull back - assume knowledge used
Z=WIX)Y);
U=[XYZ]
Y% disp(U) % For checking
% Assume don't switch
ifX==Y
countl =countl + 1;
end
% Assume switch
Y_prime = S(Z,Y);
if X ==Y_prime
count2 = count2 + 1;
end
end
disp(' )

disp('Case where host uses prior knowledge to select between two remaining curtains:')
fprintf("  P(win carl contestant does not switch): %f \n',count1/N_trials)
fprintf(’ P(win carl contestant switches): %f \n',count2/N_trials)

% Computer Exercise 2-3b

% Case where host makes random choice and reveals a goat

% (cases where host randomly chooses car are thrown out)

%

N_trials = input('"Enter number of trials: ');

% Host's curtain to pull back array (car always behind curtain 1).
Y0 First index is "car behind curtain no" and

Y0 second index is "contestent's choice no".

% Contestent randomly chooses 1, 2, or 3. Host never chooses
Y% contestent's curtain and does not reveal a car.
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W = zeros(3,3);
W(1,1) = fix(2*rand(1))+2; %Host randomly picks 2 or 3
W(1,2) = 3;
W(1,3)=2;
o Contestant "switches to" array
S(1,2) =3;
S(1,3)=2;
S(2,1)=3;
S12,3)=1;
S@3,1)=2;
SB2)=1;
countl =0;
count2 = 0;
for k=1:N_trials
% Say car is always behind curtain 1
X=1;
% Generate number of curtain contestant picks
Y = fix(3*rand(1))+1;
% Generate host's curtain to pull back - assume random
% but goat revealed.
ifY==
R =rand(1);
ifR<0.5
7Z=2;
else
Z=3;
end
elseif Y ==
R =rand(1);
ifR<0.5
Z=1;
N_trials =N_trials - 1;
else
Z=73;
end
elseif Y ==3
Z = fix(2*rand(1))+1;
if Z==
N_trials = N_trials - 1;
end
end
% U=[XYZ];
% disp(U)
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% Assume don't switch
fX==Y
countl = countl + 1;

end
%o Assume switch
Y_prime = S(Z,Y);
if X ==Y_prime
count2 = count2 + 1;
end
end
disp(' ")

disp('Case where host makes random selection of two remaining curtains:")
fprintf(" P(win car | contestant does not switch): %f \n',count1/N_trials)
fprintf(’ P(win car | contestant switches): %f \n',count2/N_trials)

»ce2_3
Enter number of trials: 5000

Case where host uses prior knowledge to select between two remaining curtains:
P(win car | contestant does not switch): 0.345800
P(win car | contestant switches): 0.654200

»

» ce2_3b
Enter number of trials: 5000

Case where host makes random selection of two remaining curtains:
P(win car | contestant does not switch): 0.498042
P(win car | contestant switches): 0.501958

% Computer Exercise 3-1

%

clg

N_RYV = input('Input the number of random variables to generate: ');
sigma? = input('Input the sigma-squared parameter for the Rayleigh pdf: ");
n_bins = input('Input number of bins to use in histogram: ');

U =rand(1,N_RV);

V = sqrt(-2*sigma2*log(1-U));

del_x = (max(V) - min(V))/n_bins;

[n, x] = hist(V, n_bins);

n_norm = n/(N_RV*del_x);

y = 0:del_x:max(V);
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fY = (1/sigma2)*y.*exp(-y. 2/(2*sigma2));

bar(x,n_norm,'-w'),grid, xlabel('x"),ylabel('f(x)"),...

title(['Comparison of histogram and theoretical pdf (dashed) for Rayleigh rvs; sigma’2 =",
num?2str(sigma2)])

hold

plot(y, fY,--w")

» ce3_1

Input the number of random variables to generate: 10000
Input the sigma-squared parameter for the Rayleigh pdf: 4
Input number of bins to use in histogram: 25

Current plot held

Comparison of histogram and theoretical pdf (dashed) for Rayleigh rvs; sigma’2 = 4
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% Computer Exercise 3-2

%

clg

N_RYV = input('Input the number of random variables to generate: ');

alpha = input('Input the alpha parameter for the Cauchy pdf: ');

n_bins = input('Input the number of bins to use for the histogram: ');

U =rand(1,N_RV);

V = alpha*tan(pi*(U - 0.5));

del_y = alpha/10;

y = -7*alpha:del_y:7*alpha;

[n, x] = hist(V, y);

n_norm = n/(N_RV*del_y);

unit = ones(1,length(y));

fY = (alpha/pi)*unit./(y.*2 + alpha"2);

bar(y,n_norm,-w'),grid, xlabel('y"),ylabel('f(y)"),axis([-7*alpha 7*alpha 0 max(n_norm))),...
title(['Comparison of histogram and theoretical pdf (dashed) for Cauchy rvs; alpha =",
num?2str(alpha)])

hold

plot(y, fY,--w")

» ce3_2

Input the number of random variables to generate: 5000
Input the alpha parameter for the Cauchy pdf: 4

Input the number of bins to use for the histogram: 15
Current plot held

Comparison of histogram and theoretical pdf (dashed) for Cauchy rvs; alpha = 4
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% Computer Exercise 3-3
%
N_trials = input('Enter the number of trials ');
p = input('Enter the the probability of success *);
X = zeros(1,N_trials);
U = rand(1,N_trials);
fori= 1:N_trials
ifUG)<p
X)) =1;
end
end
mean_bin = N_trials*mean(X);
var_bin = N_trials*std(X)"2;
mean_theory = N_trials*p;
var_theory = N_trials*p*(1-p);
fprintf('The simulated mean of X is %6.2f and the theoretical mean is %6.2f \n',...
mean_bin,mean_theory)
fprintf('The simulated variance of X is %6.2f and the theoretical variance is %6.2f \n',...
var_bin,var_theory)

»ce3_3

Enter the number of trials 1000

Enter the the probability of success .4

The simulated mean of X is 419.00 and the theoretical mean is 400.00

The simulated variance of X is 243.68 and the theoretical variance is 240.00
»ce3_3

Enter the number of trials 5000

Enter the the probability of success .7

The simulated mean of X is 3521.00 and the theoretical mean is 3500.00

The simulated variance of X is 1041.72 and the theoretical variance is 1050.00

% Computer Exercise 4-1

%

clg

N_trials = input('Enter the number of Gaussian random number pairs to generate ');
mean = input('Enter mean of Gaussian random numbers ');
var = input('Enter variance of Gaussian random numbers ');
M = input('Enter number of histogram bins to use ");

U =rand(1,N_trials);

V =rand(1,N_trials);

R = zeros(size(U));

X = zeros(size(X));
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Y = zeros(size(Y));

R = sqrt(-log(U));

X = mean + sqrt(var)*R.*cos(2*pi*V);

Y = mean + sqrt(var)*R.*sin(2*pi*V);
subplot(2,1,1),hist(X,M),xlabel('x"),ylabel('no. of occurrences),...
title('Histograms for X and Y Gaussian random number vectors'),grid
subplot(2,1,2),hist(Y,M),xlabel('y"),ylabel('no. of occurrences'),grid

»ced_1

Enter the number of Gaussian random number pairs to generate 5000
Enter mean of Gaussian random numbers 4

Enter variance of Gaussian random numbers 2

Enter number of histogram bins to use 20

Histograms for X and Y Gaussian random number vectors
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% Computer Exercise 4-2

%

N_RYV = input('Enter the number of Gaussian random numbers to generate ');
tau = input('Enter time separation between successive samples ");

alpha = input('Enter inverse corr. time, alpha, in rho = exp(-alpha*tau) ');

var = input('Enter variance of Gaussian random numbers ');

M = input('Enter number of histogram bins to use ');

rho_tau = exp(-alpha*tau);

U =rand(1);
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V =rand(1);
R = sqrt(-log(U));
Y = sqrt(var)*R.*cos(2*pi*V);
X = zeros(1,N_RYV);
t = zeros(1,N_RYV);
X(H=Y;
for k = 2:N_RV
cond_mean = rho_tau*X(k-1);
cond_var = var*(1 - rho_tau”2);
Ul =rand(1);
V1 =rand(1);
R1 = sqrt(-log(U1));
X(k) = cond_mean + sqrt(cond_var)*R1*cos(2*pi*V1);
t(k) = tau*k;
end
subplot(2,1,1),plot(t,X),xlabel('time"),ylabel('amplitude’),grid,...
title(['Correlated Gaussian random time series for intersample corr. =
,num2str(rho_tau))),...
axis([500 1000 -5 5))
subplot(2,1,2),hist(X,M),xlabel('k"),ylabel('no. of occurrences'),grid.,...
title('Histogram for correlated Gaussian random number sequence’)

»ced_2

Enter the number of Gaussian random numbers to generate 5000
Enter time separation between successive samples 1

Enter inverse corr. time, alpha, in rho = exp(-alpha*tau) 1

Enter variance of Gaussian random numbers 4

Enter number of histogram bins to use 15

Correlated Gaussian random time series for intersample corr. = 0.3679
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» ced_2

Enter the number of Gaussian random numbers to generate 5000
Enter time separation between successive samples 1

Enter inverse corr. time, alpha, in rho = exp(-alpha*tau) 5

Enter variance of Gaussian random numbers 4

Enter number of histogram bins to use 15

Correlated Gaussian random time series for intersample corr. = 0.006738
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%o Computer Exercise 5-1
%
clg
N_trials = input('Enter the number of trials ');
alpha = input('Enter alpha parameter of Laplace density ');
M = input('Enter number of histogram bins to use ');
U =rand(1,N_trials);
X = zeros(size(U));
for k = 1:N_trials
if Uk) <=0.5
X(K) = log(2*U(K));
else
X(k) = -log(2*(1 - U(k)));
end
end
[nn, xx] = hist(X, M);
subplot(211), bar(xx, nn, 'w'),grid,xlabel('X value'),ylabel('counts’),...
title('Histogram for Laplace rvs '),...
axis([min(X)-5 max(X)+5 0 1.2*max(nn)])
y_inc = sort(X);
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L = length(X);

J=1:1L;

J_norm =J/L;

J_norm(L+1) = J_norm(L);

y_inc(L+1) = y_inc(L) + 10;

[xy, yy] = stairs(y_inc, J_norm);

xy = [xy(1)-.001 xy'T;

yy=[0yyT;

subplot(212),plot(xy, yy, 'W"), grid, xlabel('X value'),ylabel('fraction <= abscissa’),...
axis([min(X)-10 max(X)+10 0 1.1]), title(Empirical cdf for Laplace rvs )

»ce5_1

Enter the number of trials 5000

Enter alpha parameter of Laplace density 2
Enter number of histogram bins to use 20

Histogram for Laplace rvs
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% Computer Exercise 5-2

%

clg

N_trials = input('Enter the number of trials ');
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sigma2 = input('Enter sigma”2 parameter of the Rayleigh density ');

M = input('Enter number of histogram bins to use ');

U = rand(1,N_trials);

V = sqrt(-2*sigma2*log(1-U));

[nn, xx] = hist(V, M);

subplot(211), bar(xx, nn, 'w"),grid,xlabel('V value'),ylabel('counts’),...
title('Histogram for Rayleigh random variables '),...
axis([min(V)-5 max(V)+5 0 1.2*max(nn)])

y_inc = sort(V);

L =length(V);

J=1:1:L;

J_norm =J/L;

J_norm(L+1) =J_norm(L);

y_inc(L+1) =y_inc(L) + 10;

[xy, yy] = stairs(y_inc, J_norm);

xy = [xy(1)-.001 xy']’;

yy=[0yy'l;

subplot(212),plot(xy, yy, 'W"), grid, xlabel('V value'),ylabel('fraction <= abscissa’),...
axis([min(V)-10 max(V)+10 0 1.1]), title('Empirical cdf for Rayleigh random variables ')

»ce5_2

Enter the number of trials 5000
Enter sigma”2 parameter of the Rayleigh density 4

Histogram for Rayleigh random variables
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% Computer Exercise 5-3

%

N=input('Enter of repetitions for simulation );

tol_L=input('Enter per cent tolerance for inductor ');
tol_C=input('Enter per cent tolerance for capacitor );
L_nom=input('Enter nominal value for inductor in millihenries ');
fO_nom=input('Enter desired nominal resonant frequency in kHz ");
C_est = 1/(4*pi"2*L_nom* 107(-3)*f0_nom"2*10"6)*10"6;
fprintf('For a res. freq. of %5.2f kHz the capacitance should be %5.2g microfarads \n',f0_nom,C_est);
C_nom=input('Enter nominal value for capacitor in microfarads ');
unit=ones(1,N);

Yo Generate a 1XN vector of random numbers uniform in (-1,1)
deltal=2*rand(1,N)-1;
% Form vector of random inductance values according to tolerance

L=L_nom*107(-3)*(1+(tol_L/100)*deltal);
Lmax=max(L)*10"3;
Lmin=min(L)*10"3;
fprintf('The maximum and minimum inductance values are %6.3f & %6.3f mh, resp. \n', Lmax, Lmin);
% Form vector of random capacitance values according to tolerance
delta2=2*rand(1,N)-1;
C=C_nom*107(-6)*(1+(tol_C/100)*delta2);
Cmax=max(C)*10"6;
Cmin=min(C)*10"6;
fprintf('The maximum and minimum capacitance values are %6.3f & %6.3f microf, resp. \n', Cmax,
Cmin);
% Form vector of random resonant frequency values and plot histograms
fO=unit./(2*pi*sqrt(L.*C));
mean_f0 = mean(f0)* 10°(-3);
std_dev_f0 = std(f0)*107(-3);
[nL, xL] = hist(L*10"3,20);
deltaxLL = xL(2)-xL(1);
[nC, xC] = hist(C*1076,20);
deltaxC = xC(2)-xC(1);
[nf, xf] = hist(fO*107(-3),20);
deltaxf = xf(2)-xf(1);
fprintf('The mean resonant frequency is %6.3f kHz\n',mean_f0);
fprintf('The standard deviation of the resonant frequency is %6.3f kHz\n',std_dev_f0);
subplot(3,1,1),bar(xL, nL/(N*deltaxL),' w"),xlabel('Inductance, millihenries'),...
ylabel('No. of values'),title(['Histogram of inductance values for ' num2str(N) ' repetitions']),grid
subplot(3,1,2),bar(xC, nC/(N*deltaxC),'w"),xlabel('Capacitance, microfarads'),...
ylabel('No. of values'),title('Histogram of capacitance values'),grid
subplot(3,1,3),bar(xf, nf/(N*deltaxf),'w'),xlabel('Resonant frequency, kHz'),...
ylabel('No. of values"),title(['Histogram of resonant frequency values; smpl. mean res. freq. ="'
num?2str(mean_f0) ' Hz']),grid
»ce5_3
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Enter of repetitions for simulation 5000

Enter per cent tolerance for inductor 10

Enter per cent tolerance for capacitor 10

Enter nominal value for inductor in millihenries 10

Enter desired nominal resonant frequency in kHz 10

For a res. freq. of 10.00 kHz the capacitance should be 0.025 microfarads
Enter nominal value for capacitor in microfarads .025 '

The maximum and minimum inductance values are 11.000 & 9.000 mh, resp.
The maximum and minimum capacitance values are 0.027 & 0.023 microf, resp.
The mean resonant frequency is 10.087 kHz

The standard deviation of the resonant frequency is 0.409 kHz

Histogram of inductance values for 5000 repetitions
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% Computer Exercise 5-4

%

clg

mv=input('Enter vector (max. length = 4) of lot sizes );
N=input('Enter total number of rivets ");
dia_nom=input('Enter nominal rivet diameter in millimeters ');
P_tol=input('Enter tolerance of diameter in per cent ");

%o

%o Form array of random rivet diameters according to tolerance
%

K =length(mv);

fork=1:K

m = mv(k);

n=N/m;

unit=ones(m,n);
X=2*rand(m,n)-unit;
dia_meas=dia_nom*(unit+(P_tol/100)*X);
lot_mean=mean(dia_meas);
mean_mean=mean(lot_mean);
std_dev_lot_mean=std(lot_mean);
lot_no=1:1:n;
UCL=mean_mean+3*std_dev_lot_mean*ones(1,n);
LCL=mean_mean-3*std_dev_lot_mean*ones(1,n);
fprintf(\n")
fprintf('UCL = %6.3f; LCL = %6.3f; sample mean = %6.3f; std dev of lot mean = %6.3f \n',...
UCL(1),LCL(1),mean_mean,std_dev_lot_mean)
subplot(2,2,k),plot(lot_no,lot_mean,'xw'),xlabel('Lot number'),ylabel('Diameter, mm'),...
axis([0 max(lot_no) .99*LCL(1) 1.01*UCL(1))),...
title([ num2str(n) ' lots of size ' num2str(m) "; ' num2str(P_tol) ' % tolerance'])
hold
subplot(2,2,k),plot(lot_no,mean_mean*ones(1,n), w’)
subplot(2,2.k),plot(lot_no,UCL,"--w")
subplot(2,2.k),plot(lot_no,LCL,"--w")
end

»ce5_4

Enter vector (max. length = 4) of lot sizes [5 10 20 40]

Enter total number of rivets 1000

Enter nominal rivet diameter in millimeters 5

Enter tolerance of diameter in per cent 5

UCL = 5.194; LCL = 4.810; sample mean = 5.002; std dev of lot mean = 0.064
Current plot held

UCL = 5.146; LCL = 4.853; sample mean = 5.000; std dev of lot mean = 0.049
Current plot held

UCL = 5.106; LCL = 4.908; sample mean = 5.007; std dev of lot mean = 0.033
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Current plot held
UCL = 5.082; LCL = 4.928; sample mean = 5.005; std dev of lot mean = 0.026
Current plot held
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% Computer Exercise 6-1

%

mu = input('Enter the mean of the Gaussian random variables ');

sigma2 = input('Enter the variance of the Gaussian random variables ');

N = input('Enter the number of Gaussian random variables to generate ');

X = sqrt(sigma2)*randn(1,N) + mu;

x_bar = (1/N)*sum(X);

sigma2_hat_nm = (1/N)*sum((X - mu)."2);

sigma2_hat_um = (1/(N - 1))*sum((X - x_bar)."2);

fprintf(\n");

fprintf('The estimate of the mean is %f \n', x_bar);

fprintf('The estimate of the variance, mean unknown, is %f \n', sigma2_hat_um);
fprintf('The estimate of the variance, mean known, is %f \n', sigma2_hat_nm);

»ceb_1

Enter the mean of the Gaussian random variables 4

Enter the variance of the Gaussian random variables 6

Enter the number of Gaussian random variables to generate 10000

The estimate of the mean is 3.998432
The estimate of the variance, mean unknown, is 6.187819
The estimate of the variance, mean known, is 6.187202

% Computer Exercise 6-2

%

clg

mu = input('Enter the mean of the Gaussian random variables ');
sigma2 = input('Enter the variance of the Gaussian random variables ');
n = input('Enter the number of Gaussian random variables per batch ");
Nv = input('Enter the vector (max = 4) of number of batches to generate ');
K = length(Nv);

fork=1:K

N = Nv(k);

X = sqrt(sigma2)*randn(n,N) + mu;

x_bar = (1/n)*sum(X);

sigma2_hat = (std(X))."2;

fprintf(\n");

true_mean = mu; % True mean of the sample mean

true_var = sigma2/n; % True variance of the sample mean

true_std_dev = sqrt(true_var);

%o

%o set up abscissa values for comparing histogram of means with true pdf
%
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delta = true_std_dev/10;

X_start = true_mean - 3*true_std_dev;

X_stop = true_mean + 3*true_std_dev;

x = [x_start:delta:x_stop];

fx = exp(-(x-true_mean)."2/(2*true_var))/sqrt(2*pi*true_var);
[m,y] = hist(x_bar,x);

NN = sum(m); % The total number of counts in all bins
norm = NN*delta; % The normalizing factor to make the histogram
%o match the pdf of the sample means.

peak = max(m/norm);

subplot(2,2,k),bar(x,m/(NN*delta), 'w"),grid,...
axis([x_start-.1 x_stop+.1 O peak]),...
xlabel('Sample mean value'),...
ylabel('Norm. freq. of occurence),...
title([num2str(N), ' batches of ',num2str(n), ' samples']),...

if k==1
text(x_start-.05, peak-.06, 'true mean of samples ="),...
text(x_start+55*delta, peak-.06, num2str(mu)),...
text(x_start-.05, peak-.16, 'true var of samples ="),...
text(x_start+55*delta, peak-.16, num2str(sigma2))

end

hold

subplot(2,2.k),plot(x,fx, +w")

end

» ce6_2

Enter the mean of the Gaussian random variables 4

Enter the variance of the Gaussian random variables 6

Enter the number of Gaussian random variables per batch 25

Enter the vector (max = 4) of number of batches to generate [100 500 1000 2000]

» ceb_2

Enter the mean of the Gaussian random variables 4

Enter the variance of the Gaussian random variables 6

Enter the number of Gaussian random variables per batch 50

Enter the vector (max = 4) of number of batches to generate [100 500 1000 2000]
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% Computer Exercise 6-3

%

mu = input('Enter the true mean of the Gaussian random variable ');

sigma2 = input('Enter the true variance of the Gaussian random variable ');

n = input('Enter the number of RVs in sample mean ');

N = input('Enter the number of trials ');

betav = input('Enter vector of confidence levels in per cent (90, 95, 98, or 99) );
K = length(betav);

fork=1:K
beta = betav(k);
if beta == 90
zc = 1.645;
elseif beta == 95
zc = 1.96;
elseif beta == 98
zc = 2.326;
elseif beta == 99
zc =2.576;
end

X = sqrt(sigma2)*randn(n,N) + mu;
mu_X_hat = (1/n)*sum(X);
lower_limit = mu_X_hat - zc*sqrt(sigma2)/sqrt(n);
upper_limit = mu_X_hat + zc*sqrt(sigma2)/sqrt(n);
count = 0;
fork=1:N

if mu <= upper_limit(k) & mu >= lower_limit(k)

count = count + 1;

end
end
conf = count*100/N;
fprintf(\n')

fprintf('The specified confidence level is %5.1f and the experimental one is %6.2f \n', beta, conf);
end

» ce6_3

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample mean 10

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

The specified confidence level is 90.0 and the experimental one is 90.26
The specified confidence level is 95.0 and the experimental one is 94.90
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The specified confidence level is 98.0 and the experimental one is 98.00
The specified confidence level is 99.0 and the experimental one is 98.88

%o Computer Exercise 6-4

%

mu = input('Enter the true mean of the Gaussian random variable ');
sigma2 = input('Enter the true variance of the Gaussian random variable ');
n = input('Enter the number of RVs in sample variance (10, 20, 30) ');

N = input('Enter the number of trials ');

betav = input('Enter vector of confidence levels in per cent (90, 95, 98, or 99) );
X = sqrt(sigma2)*randn(n,N) + mu;

sigma_X_hat2 = std(X).A2;

K = length(betav);

fprintf('Confidence intervals for the variance with the mean known: \n');
fork=1:K

beta = betav(k);

if beta == 90
ifn==10
delta = 18.307;
gamma = 3.94;
elseif n == 20
delta=31.41;
gamma = 10.851;
elseif n == 30
delta = 43.773;
gamma = 18.493;
end
elseif beta == 95
ifn==10
delta = 20.483;
gamma = 3.247;
elseif n == 20
delta = 34.17,
gamma = 9.591;
elseif n == 30
delta =46.979;
gamma = 16.791;
end
elseif beta == 98
ifn==10
delta = 23.209;
gamma = 2.558;
elseif n == 20
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delta = 37.566;

gamma = 8.26;
elseif n == 30

delta = 50.892;

gamma = 14.953;

end
elseif beta == 99
ifn==10
delta = 25.188;
gamma = 2.156;
elseif n == 20
delta = 39.997;
gamma = 7.434;
elseif n == 30
delta = 53.672;
gamma = 13.787;
end

end
lower_limit = n*sigma_X_hat2/delta;
upper_limit = n*sigma_X_hat2/gamma;
count = 0;
fork=1:N
if sigma2 <= upper_limit(k) & sigma2 >= lower_limit(k)
count =count + 1;

end
end
conf = count*100/N;
fprintf("\n")

fprintf('The specified confidence level is %5.1f and the experimental one is %6.2f \n', beta, conf);
end

» ce6_4

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 10

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the variance with the mean known:

The specified confidence level is 90.0 and the experimental one is 88.16
The specified confidence level is 95.0 and the experimental one is 93.66
The specified confidence level is 98.0 and the experimental one is 97.28
The specified confidence level is 99.0 and the experimental one is 98.54
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» ce6_4

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 20

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the variance with the mean known:

The specified confidence level is 90.0 and the experimental one is 88.76
The specified confidence level is 95.0 and the experimental one is 94.02
The specified confidence level is 98.0 and the experimental one is 97.18
The specified confidence level is 99.0 and the experimental one is 98.58
» ce6_4

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 30

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the variance with the mean known:

The specified confidence level is 90.0 and the experimental one is 89.24
The specified confidence level is 95.0 and the experimental one is 94.30
The specified confidence level is 98.0 and the experimental one is 97.58
The specified confidence level is 99.0 and the experimental one is 98.66

% Computer Exercise 6-5

%

mu = input('Enter the true mean of the Gaussian random variable ');
sigma2 = input('Enter the true variance of the Gaussian random variable ");
n = input('Enter the number of RVs in sample variance (10, 20, 30) ");

N = input('Enter the number of trials ');

betav = input('Enter vector of confidence levels in per cent (90, 95, 98, or 99) );
X = sqrt(sigma2)*randn(n,N) + mu;

sigma_X_hat2 = std(X)."2;

K = length(betav);

fprintf('Confidence intervals for the variance with the mean unknown: \n');
fork=1:K

beta = betav(k);

if beta == 90
ifn==10
delta=16.919;
gamma = 3.325;
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elseif n == 20
delta = 30.144;
gamma = 10.117;
elseif n == 30
delta = 42.557,;
gamma = 17.708;

end
elseif beta == 95
ifn==10
delta = 19.023;
gamma = 2.7,
elseif n == 20
delta = 32.853;
gamma = 8.906;
elseif n == 30
delta = 45.722;
gamma = 16.047;
end
elseif beta == 98
ifn==10
delta = 21.666;
gamma = 2.088;
elseif n == 20
delta = 36.191;
gamma = 7.632;
elseif n == 30
delta = 49.588;
gamma = 14.256;
end
elseif beta == 99
ifn==10
delta = 23.589;
gamma = 1.735;
elseif n == 20
delta = 38.582;
gamma = 6.843;
elseif n == 30
delta = 52.336;
gamma = 13.121;
end

end
lower_limit = (n-1)*sigma_X_hat2/delta;
upper_limit = (n-1)*sigma_X_hat2/gamma;
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count = 0;
fork=1:N
if sigma2 <= upper_limit(k) & sigma2 >= lower_limit(k)
count = count + 1;

end
end
conf = count*100/N;
fprintf("\n")

fprintf('The specified confidence level is %5.1f and the experimental one is %6.2f \n', beta, conf);
end

» ceb_5

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 10

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the variance with the mean unknown

The specified confidence level is 90.0 and the experimental one is 90.16
The specified confidence level is 95.0 and the experimental one is 94.88
The specified confidence level is 98.0 and the experimental one is 98.06
The specified confidence level is 99.0 and the experimental one is 99.14
» ceb_5

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 20

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the variance with the mean unknown:

The specified confidence level is 90.0 and the experimental one is 90.20
The specified confidence level is 95.0 and the experimental one is 95.26
The specified confidence level is 98.0 and the experimental one is 97.94
The specified confidence level is 99.0 and the experimental one is 98.90
» ce6_5

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 30

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]
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Confidence intervals for the variance with the mean unknown:

The specified confidence level is 90.0 and the experimental one is 90.28
The specified confidence level is 95.0 and the experimental one is 94.84
The specified confidence level is 98.0 and the experimental one is 98.14
The specified confidence level is 99.0 and the experimental one is 99.24

Yo Computer Exercise 6-6

%

mu = input('Enter the true mean of the Gaussian random variable );
sigma2 = input('Enter the true variance of the Gaussian random variable ");
n = input('Enter the number of RVs in sample variance (10, 20, 30) );

N = input('Enter the number of trials ');

betav = input('Enter vector of confidence levels in per cent (90, 95, 98, or 99) );
X = sqrt(sigma2)*randn(n,N) + mu;

mu_X_hat = (1/n)*sum(X);

sigma_X_hat2 = std(X)."2;

K = length(betav);

fprintf(' \n");

fprintf('Confidence intervals for the mean with the variance unknown: \n');
fork=1:K

beta = betav(k);

if beta == 90
ifn==10
tc = 1.834;
elseif n == 20
tc=1.73;
elseif n == 30
tc=1.312;
end
elseif beta == 95
ifn==10
tc =2.263;
elseif n == 20
tc =2.094;
elseif n == 30
tc = 2.046;
end
elseif beta == 98
ifn==10
tc =2.822;
elseif n == 20
tc = 2.54;
elseif n == 30
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tc =2.463;

end
elseif beta == 99

ifn==10

tc =3.25;
elseif n == 20

tc =2.861;
elseif n == 30

tc =2.757;
end

end
lower_limit = mu_X_hat - tc*sqrt(sigma_X_hat2/n);
upper_limit = mu_X_hat + tc*sqrt(sigma_X_hat2/n);
count = 0;
fork = 1:N
if mu <= upper_limit(k) & mu >= lower_limit(k)
count = count + 1;

end
end
conf = count*100/N;
fprintf(\n")

fprintf("The specified confidence level is %5.1f and the experimental one is %6.2f \n', beta, conf);
end

» ce6_6

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 10

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the mean with the variance unknown:

The specified confidence level is 90.0 and the experimental one is 89.88
The specified confidence level is 95.0 and the experimental one is 95.16
The specified confidence level is 98.0 and the experimental one is 98.00
The specified confidence level is 99.0 and the experimental one is 99.16
» ce6_6

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 20

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]
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Confidence intervals for the mean with the variance unknown:

The specified confidence level is 90.0 and the experimental one is 90.00
The specified confidence level is 95.0 and the experimental one is 95.30
The specified confidence level is 98.0 and the experimental one is 98.06
The specified confidence level is 99.0 and the experimental one is 98.92
» ceb_6

Enter the true mean of the Gaussian random variable 4

Enter the true variance of the Gaussian random variable 6

Enter the number of RVs in sample variance (10, 20, 30) 30

Enter the number of trials 5000

Enter vector of confidence levels in per cent (90, 95, 98, or 99) [90 95 98 99]

Confidence intervals for the mean with the variance unknown:

The specified confidence level is 90.0 and the experimental one is 80.64
The specified confidence level is 95.0 and the experimental one is 95.22
The specified confidence level is 98.0 and the experimental one is 97.96
The specified confidence level is 99.0 and the experimental one is 99.02

% Computer Exercise 6-7

%

m = input('Enter the mean of signal component );

sigma? = input('Enter the variance of the signal component ');
sigman?2 = input('Enter the variance of the noise samples ');

n = input('Enter the number of samples per estimate ');

N = input('Enter the number of trials ');

Y = sqrt(sigma2)*randn(1,1) + m;

N_noise = sqrt(sigman2)*randn(n,N);

X =Y +N_noise;

x_bar = (1/n)*sum(X);

sigmaP2 = 1/(n/sigman2 + 1/sigma2);

K1 = n*sigmaP2/sigman2;

K2 = sigmaP2/sigma2;

est_Y = K1*x_bar + K2*m;

var_est_Y = std(est_Y)."2;

fprintf(' \n");

fprintf('The theoretical variance of the estimate is %35.2f; \n',sigmaP2);
fprintf(’ the Monte Carlo estimate is %5.2f \n',var_est_Y)

» ce6_7

Enter the mean of signal component 6

Enter the variance of the signal component 4
Enter the variance of the noise samples 2
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Enter the number of samples per estimate 10
Enter the number of trials 5000

The theoretical variance of the estimate is 0.19;
the Monte Carlo estimate is 0.18

»

» ce6_7

Enter the mean of signal component 6

Enter the variance of the signal component 2

Enter the variance of the noise samples 10

Enter the number of samples per estimate 25

Enter the number of trials 5000

The theoretical variance of the estimate is 0.33;
the Monte Carlo estimate is 0.28

% Computer Exercise 7-1
%
A_sigma = input('Enter the ratio of the signal component to noise std dev ');
p = input('Enter the prior probability of signal present ');
q=1-p;
thres_opt = -log(p/q)/A_sigma + A_sigma/2
T_sigmav = input('Enter the vector of ratio of the threshold to noise std dev ');
N = input('Enter the number of trials ');
K = length(T_sigmav);
forkk = 1:K
threshold = T_sigmav(kk);
AA =zeros(1, N);
unit = zeros(1, N);
N_noise = zeros(1, N);
fork=1:N

if rand(1) <=p

AA(k) = A_sigma;

unit(k) = 1;

end
end
N_noise = randn(1,N); %W ith normalized threshold & signal, noise can be unit variance
Z = AA +N_noise;
miss = 0;
false = 0;
N_sig =0;
fork =1:N

if Z(k) >= threshold & AA(k) ==
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false = false + 1;
elseif Z(k) <= threshold & AA(k) >0
miss = miss + 1;

end

if AAk)>0
N_sig=N_sig+1;

end

end

N_no_sig = N - N_sig;

p_rel_freq = sum(unit)/N;

q_rel_freq =1 - p_rel_freq;

rel_freq_miss = miss/N_sig;

rel_freq_false = false/N_no_sig;

P_false_alarm = gfn(threshold);

P_miss = qfn((A_sigma - threshold));

rel_freq_cost = p_rel_freq*rel_freq_miss+q_rel_freq*rel_freq_false;
cost = p*P_miss + q*P_false_alarm;

fprintf(' \n');

fprintf('For a normalized threshold of %6.3f, the false alarm rel. freq. is %6.3g; \n',
threshold,rel_freq_false);

fprintf(’ the theoretical probability of false alarm is %6.3g; \n', P_false_alarm);
fprintf(’ the miss relative frequency is %6.3g; \n', rel_freq_miss);
fprintf(' the theoretical probability of a miss is %6.3g; \n', P_miss);

fprintf(’ the rel. frequency cost per decision is %6.3g; \n', rel_freq_cost)
fprintf(' the theoretical average cost per decision is %6.3g. \n', cost)

end

»ce7_1

Enter the ratio of the signal component to noise std dev 6

Enter the prior probability of signal present .3

thres_opt =3.1412  (this is an output)

Enter the vector of ratio of the threshold to noise std dev [0 1 23 4 5 6]
Enter the number of trials 5000

For a normalized threshold of 0.000, the false alarm rel. freq. is  0.509;

the theoretical probability of false alarm is 0.5;
the miss relative frequency is 0;
the theoretical probability of a miss is 9.87e-010;
the rel. frequency cost per decision is 0.351;
the theoretical average cost per decision is 0.35.

For a normalized threshold of 1.000, the false alarm rel. freq. is  0.158;
the theoretical probability of false alarm is 0.159;
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the miss relative frequency is
the theoretical probability of a miss is
the rel. frequency cost per decision is
the theoretical average cost per decision is

For a normalized threshold of 2.000, the false alarm rel. freq. is
the theoretical probability of false alarm is
the miss relative frequency is
the theoretical probability of a miss is
the rel. frequency cost per decision is
the theoretical average cost per decision is

For a normalized threshold of 3.000, the false alarm rel. freq. is
the theoretical probability of false alarm is
the miss relative frequency is
the theoretical probability of a miss is
the rel. frequency cost per decision is
the theoretical average cost per decision is

For a normalized threshold of 4.000, the false alarm rel. freq. is
the theoretical probability of false alarm is
the miss relative frequency is
the theoretical probability of a miss is
the rel. frequency cost per decision is
the theoretical average cost per decision is

For a normalized threshold of 5.000, the false alarm rel. freq. is
the theoretical probability of false alarm is
the miss relative frequency is
the theoretical probability of a miss is
the rel. frequency cost per decision is
the theoretical average cost per decision is

For a normalized threshold of 6.000, the false alarm rel. freq. is
the theoretical probability of false alarm is
the miss relative frequency is
the theoretical probability of a miss is
the rel. frequency cost per decision is
the theoretical average cost per decision is
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0;
2.87e-007;
0.111;
0.111.

0.0224;
0.0228;

0;
0.0000318;
0.0156;
0.0159.

0.000568;
0.00135;
0.00203;
0.00135;
0.001;
0.00135.

0.000289;
0.0000318;
0.026;
0.0228;
0.0082;
0.00685.

0;
2.87e-007;
0.165;
0.159;
0.0496;
0.0476.

0;
9.87¢-010;
0.513;
0.5;

0.153;
0.15.



%o Computer Exercise 7-2

%o

clg

L = input('Enter the nominal length of the bar in cm ');

sigma2 = input('Enter the variance of the measurement error in cm”2 ');
n = input('Enter the number of measurements made on a bar ');
N = input('Enter the number of trials ');

alpha = input('Enter probability of type I error ');

N_meas = sqrt(sigma2)*randn(n,N);

meas = L + N_meas;

sample_mean = 1/n*sum(meas);

%

% Assume hypothesis 0 is true
%

mu0=L;

YO = (sample_mean - mu0)/(sqrt(sigma2/n));
¢ = sqrt(2)*erfinv(l - alpha);
countQ = 0;
fork = I:N

if YO(k) >c 1 YO(k) < -c

count0 = count0 + 1;

end
end
rel_freq_type_I = count0/N;
fprintf(\n")
fprintf('The confidence interval boundary is %5.2f \n',c);
fprintf('The relative frequency of the type I error is %5.2f \n',rel_freq_type_I)
%

% Assume hypothesis O is false (1 true) and mean
% length of bar is mu not equal to L. Plot OC curve.
%

mu = zeros(1,51);
beta = zeros(1,51);
fori=1:51
mu(i) = 0.95*L + (i-1)*L/500;
mul = (mu(i) - mu0)/sqrt(sigma2/n);
Y1 =mul + randn(1,N);
countl =0;
fork=1:N
ifYI(k)>-c& YI(k)<c
countl =countl + 1;
end
end
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beta(i) = count1/N;
end
argl = c-(mu-L)*sqrt(n)/sqrt(sigma2);
arg2 = c+(mu-L)*sqrt(n)/sqrt(sigma2);
one_minus_beta_thy = qfn(argl) + qfn(arg2);
plot(mu,1-beta,'-w'),grid,xlabel('True mean length'),...
ylabel('l - probability of type 2 error'),...
title(['OC curve, - - = theory; bar length ="', num2str(L), units; ',num2str(n),' noisy
measurements of variance = ',num2str(sigma2)])
hold
plot(mu,one_minus_beta_thy,'--w")
print c:\probab\compex\ce7_2a -dps

»cel_2

Enter the nominal length of the bar in cm 10

Enter the variance of the measurement error in cm”2 .1
Enter the number of measurements made on a bar 10
Enter the number of trials 1000

Enter probability of type I error .05

The confidence interval boundary is 1.96
The relative frequency of the type I error is 0.04
Current plot held

»ce7_2

Enter the nominal length of the bar in cm 10

Enter the variance of the measurement error in cm”2 .1
Enter the number of measurements made on a bar 50
Enter the number of trials 1000

Enter probability of type I error .05

The confidence interval boundary is 1.96

The relative frequency of the type I error is 0.05
Current plot held
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OC curve, — — = theory; bar length = 10 units; 50 noisy measurements of variance = 0.1
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% Computer Exercise 7-3

%

sigma2 = input('Enter the variance of confusion noise ');
N = input('Enter the number of trials ');

N_meas = sqrt(sigma2)*randn(1,N);

X =rand(1,N);

Y = fix(6*X) + 1;

data = ones(6,1)*(Y + N_meas);

true = (ones(N,1)*[1 2 34 5 6])';

[y.k] = min(abs(data-true));

%disp(Y)

odisp(k)

%disp(y)

wrong_guesses = sum(abs(sign(Y - k)));

right_guesses = N - wrong_guesses;

winnings = right_guesses - wrong_guesses;

fprintf('\n")

fprintf('The winnings are $ %6.2f in %6.0f trials\n',winnings, N)

»ce7_3

Enter the variance of confusion noise 10
Enter the number of trials 1000

The winnings are $ -450.00 in 1000 trials

»ce7_3

Enter the variance of confusion noise 5
Enter the number of trials 1000

The winnings are $ -382.00 in 1000 trials

»ce7_3

Enter the variance of confusion noise 1
Enter the number of trials 1000

The winnings are $ -94.00 in 1000 trials

»ce7_3

Enter the variance of confusion noise .5
Enter the number of trials 1000

The winnings are $ 192.00 in 1000 trials
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% Computer Exercise 8-1
%
N = input('Enter the number of trials ');
disp('Choose type of system ');
disp(' 1 =series');
disp(' 2 = parallel’);
i_series_par = input('Enter 1 or 2 ');
if i_series_par ==
n_series = input('Enter number of subsystems in series ');
R_series = input('Enter vector of reliabilities of the series systems ');
elseif i_series_par ==
n_parallel = input('Enter number of subsystems in parallel ');
R_parallel = input('Enter vector of reliabilities of the parallel systems ');
end
if i_series_par == 1
series_succ = rand(IN,n_series);
series_rel_matrix = ones(N,1)*R_series;
succ_matrix = sign((series_rel_matrix - series_succ)')+1;
succeed = all(succ_matrix);
system_reliability = sum(succeed)/N;
disp(")
disp('Simulated series system reliability")
disp(system_reliability)
disp(‘'Theoretical series system reliability")
disp(prod(R_series))
elseif i_series_par ==
paral_fail = rand(N,n_parallel);
parallel_fail_matrix = 1 - ones(N, 1)*R_parallel;
fail_matrix = sign((parallel_fail_matrix - paral_fail))+1;
fail = all(fail_matrix);
system_reliability = 1 - sum(fail)/N;
disp(' ")
disp('Simulated parallel system reliability’)
disp(system_reliability)
disp('Theoretical parallel system reliability')
disp(1-prod((1-R_series)))
end

»ce8_1
Enter the number of trials 5000
Choose type of system

1 = series

2 = parallel
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Enter 1 or2 1
Enter number of subsystems in series 4
Enter vector of reliabilities of the series systems [.8 .9 .6 .95]

Simulated series system reliability
4.1680e-001

Theoretical series system reliability
4.1040e-001

» ce8_1
Enter the number of trials 5000
Choose type of system
1 = series
2 = parallel
Enter 1 or2 2
Enter number of subsystems in parallel 4
Enter vector of reliabilities of the parallel systems [.8 .9 .6 .95]

Simulated parallel system reliability
9.9960e-001

Theoretical parallel system reliability
9.9960e-001

% Computer Exercise 8-2

%

clg

lambda = input('Enter lambda for the standby systems ");

n = input('Enter the maximum number of standby systems ");
t = [0:(10*]lambda)”(-1):20/lambda];

reliability = zeros(size(t));

N = length(t);

lambda_t = lambda*t;

forj=1:n

ifj==
reliability = exp(-lambda_t);

else
factor = ones(j,N);
fork =2;j

factor(k,:) = (lambda_t."(k - 1))/prod(1:k - 1);

end
reliability = sum(factor).*exp(-lambda_t);

end

plot(lambda_t,reliability,'-w'),xlabel('lambda*t'),...
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end

ylabel('reliability"),text(lambda_t(N/5),reliability(N/5), num2str(j)),...
title(['Reliabilities for n standby systems; n =1 - ', num2str(n)])
if j==

hold on
grid on

end

» ce8_2
Enter lambda for the standby systems 10
Enter the maximum number of standby systems 9

reliability

0.9

0.8

e
\l

o
o

o
[

Reliabilities for n standby systems; n=1-9

1 | [}
10 12 14 16 18

lambda*t
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% Computer Exercise 8-3

%

clg

c=input('Enter ¢ parameter ');

m=input('Enter m parameter ');

N=input('Enter total random numbers to generate ');

M=input('Enter number of histogram bins ');

Y=rand(1,N);

T=c*(-log(Y+.0001)).~(1/m);

TT=sort(T);

[nn yy] = hist(T, M);

subplot(2,2,1),bar(yy,nn,'w"), xlabel('t"), ylabel('f(t)"),grid,...
title(['Histogram for Weibull RVs with m = ',num2str(m),' & ¢ =',num2str(c)])

[y.i]=hist(T,M);

Y=zeros(1,M);

Y = cumsum(y);

YM)=YM)-1;

Y=Y./N;

subplot(2,2,2),plot(i,Y,'w"), xlabel('t"), ylabel('F(t)"), grid,...
title('cdf histogram')

yy=log(-log(1-Y));

subplot(2,2,3),plot(log(i+.001),yy,’xw"), xlabel('1'),...
ylabel('In{-In[1 - F(1)]}", grid.,...
title('log-log data for fit')

p=polyfit(log(i+.0001),yy,1);

m_est =p(1l);

c_est = exp(-p(2)/m_est);

f=polyval(p,log(i+.0001));

subplot(2,2,4),plot(log(i+.0001),f,'--w"), xlabel('i"),...
ylabel('linear ms fit'), grid.,...
title(['Estimates for m = ', num2str(m_est),' & ¢ ="', num2str(c_est)])

print c:\probab\compex\ce8_3 -dps

»ce8_3

Enter ¢ parameter 30

Enter m parameter 35

Enter total random numbers to generate 5000
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Histogram for Weibull RVs with m = 35 & ¢ =30
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%o Computer Exercise 9-1
%

F(t)

linear ms fit

cdf histogram

0 . : L
24 26 28 30 32
t

Estimates for m = 35.88 & ¢ =29.8

° :
ok ........ 5 P / / .......
Ao
192 33 34 35

tau_0 = input('Enter vector of correlation parameters (<=3), tau_0, in seconds ');

sigma2 = input('Enter variance of random process ');

N = input('Enter total number of Gaussian random variables to generate ');
tau = input('Enter time separation between samples, seconds );

Y=randn(1,N);
N_samp_fns = length(tau_0);
for n = 1:N_samp_fns
r_tau=0;
if abs(tau) < tau_0(n)

r_tau = 1 - abs(tau)/tau_0(n);



end
cond_var = sigma2*(1 - r_tau2);
X = zeros(size(Y));
X(1)=Y(1);
t = zeros(size(Y));
fork =2:N
cond_mean =r_tau*Y(k-1);
X(k) = sqrt(cond_var)*Y (k) + cond_mean;
t(k) = (k-1)*tau;
end
subplot(3,1,n), plot(t, X),xlabel('Time, seconds),...
ylabel('Amplitude'),grid,axis([0 N*tau -3*sqrt(sigma2), 3*sqrt(sigma2)]),...
title(['Sample of Gaussian random process for correl. between samples of
,num2str(r_tau)])
end

» ce9_1

Enter vector of correlation parameters (<=3), tau_0, in seconds [.1 .2 2]
Enter variance of random process 4

Enter total number of Gaussian random variables to generate 500
Enter time separation between samples, seconds .1

Sample of Gaussian random process for correl. between samples of O
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% Computer Exercise 9-2
%
clg
beta_1v = input('Enter vector of values (total <=4) for beta 1 (< 1) ");
beta_2v = input('Enter vector of values (total <= 4) for beta 2 (beta_1 + beta_2 <=1)');
sigma2 = input('Enter variance of random process ');
N = input('Enter total number of Gaussian random variables to generate ');
L1 = length(beta_1v); ‘
L2 =length(beta_2v);
forll = 1:L1
forl2 = 1:L2
if 11==
1=12;
else
1 =2+12;
end
beta_1 = beta_1v(l1);
beta_2 = beta_2v(12);
alpha=1 - beta_l1 - beta_2;
NN=sqrt(sigma2)*randn(1,N);
X = zeros(size(NN));

X(1)=0;

X(2)=0;

t = zeros(size(NN));

fork = 3:N
X(k) =beta_1*X(k-1) + beta_2*X(k-2) + alpha*NN(k);
tk) = (k-1);

end

subplot(4,1,1),plot(t, X),xlabel("'Sample number'),...

ylabel('Amplitude'),grid,...

title(['Sample function for betal, beta2, variance = ', num2str(beta_1),', ',
num2str(beta_2),’, ', num2str(sigma2)])

ifl==1
hold on
end
end
end
»ce9_2

Enter vector of values (total <= 4) for beta 1 (< 1) [.1.5]

Enter vector of values (total <= 4) for beta 2 (beta_1 + beta_2 <= 1) [.05 .45]
Enter variance of random process 4

Enter total number of Gaussian random variables to generate 100
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Amplitude

%
%
clg

Sample function for beta1, beta2, variance = 0.1, 0.05, 4
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Computer exercise 10-1

device = input('Enter 1 for dead zone device; 2 for limiter ');
N = input('Enter number of random variables to generate ');

M=

input('Enter number of bins for histogram ');

if device == 1

¢ = input('Enter break point normalized by std dev of input for dead zone device ");

elseif device ==
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¢ = input('Enter limit level normalized by std dev of input for limiter ');
end
X =zeros(1,N);
Y = zeros(1,N);
t = zeros(1,N);
X =randn(1, N);
fork = 1:N
t(k) = k-1;
if device ==
if X(k)>-c & X(k)<c
Y(k)=0;
elseif X(k) >=c
Y(k) = X(Kk) - c;
elseif X(k) <= -c
Y (k) = X(k) +c;
end
elseif device == 2
if X(k) <=c¢ & X(k) >=-c
Y (k) = X(k);
elseif X(k) >c
Y(k) =c;
else
Y(k) = -c;
end
end
end
[n,x] = hist(Y,M);
delta = x(2)-x(1);
if device ==1
subplot(311),bar(x, n/(N*delta),-w"), grid, xlabel('output amplitude'),...
ylabel('probability density"),...
title(['Normalized histogram of dead zone device output; dead zone half-width ="'
num2str(c)])
elseif device ==
subplot(311),bar(x, n/(N*delta),-w"), grid, xlabel('output amplitude'),...
ylabel('probability density"),...
title(['Normalized histogram of limiter output; limit level = ' num2str(c)])
end
subplot(312),plot(t,X,'w"),axis([0 500 -3 3]),grid,xlabel('sample number),...
ylabel('amplitude'),title('Input time series’)
subplot(313),plot(t,Y,'w"),axis([0 500 -3 3]),grid,xlabel('sample number),...
ylabel('amplitude'),title('Output time series’)
print c:\probab\compex\cel0_1a -dps
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»cel0_1

Enter 1 for dead zone device; 2 for limiter 1

Enter number of random variables to generate 5000

Enter number of bins for histogram 21

Enter break point normalized by std dev of input for dead zone device 1

»cel0_1

Enter 1 for dead zone device; 2 for limiter 2

Enter number of random variables to generate 5000

Enter number of bins for histogram 21

Enter limit level normalized by std dev of input for limiter 2

Normalized histogram of dead zone device output; dead zone half-width = 1
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Normalized histogram of limiter output; limit level =
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%o Computer Exercise 10-2

%o

N = input('Enter desired order of Butterworth filter );
Ns = input('Enter number of Gaussian samples ');
fork=1:3
X =randn(1, Ns);
Wn = 0.1*(2%k-1);
[B,A] = butter(N,Wn);
Y = filter(B, A, X);
t = [0:1:length(Y)-1];
subplot(3,1,k),plot(t, Y, '-w'),xlabel('t"),ylabel('Y(t)"),...
title(['Gaussian sample function for filter of order ', num2str(N)," and bandwidth ',
num?2str(Wn)," of a half sampling frequency'])
end
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»cel0_2
Enter desired order of Butterworth filter 5
Enter number of Gaussian samples 500

Gaussian sample function for filter of order 5 and bandwidth 0.1 of a half sampling frequency
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Errata - Solutions Manual for Elements of Engineering Probability and Statistics

by Rodger E. Ziemer

Page Problem/line Correction

4 line 6 from bottom | remove one of double parentheses on right

4 line 4 from bottom | insert 9 in { } for answer for (a); right side should be {0, 1, 2, 3,4, 5,6, 7, 8,
9}

6 line 1 answer (b) should be P(B) =2

6 line 5 P(AnX) should be P(BNX)

6 line 6 from bottom | “Number of persons reading 1 paper only” should be “Number of persons
reading at least 1 newspaper”

6 lines 1 & 2, bottom | right side of equation should read = 100,000 - 32,000 = 68,000

7 Prob. 2-12, left fig. X>7Yshouldbe X <Y

8 line 7 from top 0.125/0.0.5 should be 0.125/0.5

9 Prob. 2-20 2nd “box 1" should be “box 2" for all equations; 3rd “box 1" should be “box
3" for all equations

9 Prob. 2-20(a) answer should be 43/216, not 7/216

9 Prob. 2-20(c) answer should be 31/216, not 31/72

9 Prob. 2-21(¢) the 2/201 in last line should be 990/995

9 Prob. 2-22(b) replace the 0.9 by 0.3

10 Prob. 2-24 answer to (b) should be 0.01 (the asked for probability should be P(D | F)

13 last equation should be P(three aces)

17 line 5 in 2nd table answer for X = 9 should be 0.2623; the following combinations were left out
of the first table: rwb, brw, bwr, wrb, wbr

19 last equation delete the = Q(2'%)

21 last 2 lines the notation should be [ ]|

22 first 2 equations should be P(> 2 errors)

22 Ist and 3rd eq’ns upper limits on sums should be 2, not 3

23 line 6 from bottom | p(1 - p)’ should be p(1 - p)>

25 3rd equation the 2 in all exponents should be 3

28 Prob. 3-25, 1st eq. equation needs to be below line currently below it

29 Prob. 3-27 answer should be 6/5 (the wrong value of P(H) was substituted) ‘




31 Prob. 3-29, 2nd eq. | denominator 12 should be 21

31 Prob. 3-29, part b E(Y)=8/9; var(Y) =6.123

33 Prob. 3-31 answer should be My = 9/(9 +V?); my = 0; m, = 2/9 = var(X) (the pdf is
changed in the problem to 1.5 exp(-3lx)

35 Prob. 3-34 (a) the probability should be < 1/2?

35 Prob. 3-34 (b) answer is 0, not 1

36 Prob. 3-34 (c) the actual probability is e =0.0498 < 0.25

36 Prob. 3-35 (b) the probability is O (range of integration is outside the nonzero region of the
pdf)

36 Prob. 3-35(c) the probability is e™

43 | Prob. 4-6, lines 1 & 2 | 60 should be 30; 75 should be 40; 50 should be 20; 70 should be 40

44 Prob. 4-8, 2nd int. exponent v should have absolute value signs around it

46 Line 7 from bottom | change “chose” to “chosen”

53 2nd & 3rd equations | exponent of both should be -z/20? (remove square on z); last equation should
have 1/20” multiplying expontial (remove z)

56 Prob. 5-2 Same as the solution to Prob. 6-6

65 Lines 2 and 4 reference should be to (5-32), not (5-30)

72 last equation insert a b after 6-22 in the subscript on right hand side

73 first equation insert a b after 6-22 in the subscript on right hand side

76 line 4 reference should be to Example 6-6, not Example 6-5

77 line 6 reference should be to Example 6-8, not Example 6-7

95 lines 5 & 6, bottom | “slope 2" and “slope -2", respectively, not “slope 1" and “slope -1"

97 last equation change the -1 to sin(2w,?)

98 2nd line of equation | change 7 to 7 in first cos; take out the factor of 2 in front of 2w, in the 2nd
cos

98 3rd & 4th lines of eq. | take out the factor of 2 in front of the 2w, (3 places)

98 5th & 6th lines of eq. | change 2w(f + T) to 2wyt + w,T (3 places)

103 line above last eq remove the subscript Z from ¢,

107 Prob. 10-2, 2nd line | reference to (9-54) should be to (9-57)




	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


